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Preface

As part of this thesis, a preprint was written which appears as [§] in the bibliography. The content
of this work can be found in Chapters [2] to [7]
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Abstract

Instead of presuming only local interaction, we assume nonlocal interactions. By doing so, mass
at a point in space does not only interact with an arbitrarily small neighborhood surrounding it,
but it can also interact with mass somewhere far, far away. Thus, mass jumping from one point to
another is also a possibility we can consider in our models. So, if we consider a region in space, this
region interacts in a local model at most with its closure. While in a nonlocal model this region may
interact with the whole space. Therefore, in the formulation of nonlocal boundary value problems
the enforcement of boundary conditions on the topological boundary may not suffice. Furthermore,
choosing the complement as nonlocal boundary may work for Dirichlet boundary conditions, but
in the case of Neumann boundary conditions this may lead to an overfitted model.

In this thesis, we introduce a nonlocal boundary and study the well-posedness of a nonlocal Neu-
mann problem. We present sufficient assumptions which guarantee the existence of a weak solution.
As in a local model our weak formulation is derived from an integration by parts formula. However,
we also study a different weak formulation where the nonlocal boundary conditions are incorporated
into the nonlocal diffusion-convection operator.

After studying the well-posedness of our nonlocal Neumann problem, we consider some applications
of this problem. For example, we take a look at a system of coupled Neumann problems and analyze
the difference between a local coupled Neumann problems and a nonlocal one. Furthermore, we let
our Neumann problem be the state equation of an optimal control problem which we then study. We
also add a time component to our Neumann problem and analyze this nonlocal parabolic evolution
equation.

As mentioned before, in a local model mass at a point in space only interacts with an arbitrarily
small neighborhood surrounding it. We analyze what happens if we consider a family of nonlocal
models where the interaction shrinks so that, in limit, mass at a point in space only interacts with
an arbitrarily small neighborhood surrounding it.
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Chapter 1

Introduction

Our aim is to formulate and study the weak formulation of nonlocal equations in the form of

Lou@) = [ u@nlem) - uhma)dy = f@) oroeo,

a(y)uly) + (1 —a(y))Nyuly) = gly) foryeT(Q,7),
where
QcR? is a nonempty and open set,
v: REx R? = [0, 00) is a measurable function,

~

[(Q,7) :={y e RT\ Q: / v(z,y) +v(y,x) de > 0} is the nonlocal boundary of €2,
Q
a: T(Q,7) = [0,1] is measurable

and where we set

Nouty) = [ upte) = u@hr () de fory € F(@,9).

We recall that a set A C R? is said to be (Lebesgue) measurable if a Lebesgue measure can be
assigned to it which we denote by A\(A). With this characterization functions are measurable if the
pre-image of all measurable sets are measurable. We call ~ in problem kernel (function) and
define the space of all kernels by

K = {7: R? x R? — [0, 00) measurable}.

Furthermore, we define for each v € K the function v" € K by 7' (z,y) := y(y,x) for z,y € R?
and we call v € K symmetric if we have v = vT. We call v € K regional (in Q) if )\(f(ny)) =0
holds. For example, v € K is regional if v vanishes identically in the complement of 2 x €, i.e., if
we have

y=0a.e.on (RY x R\ Qx Q.

The measurable function « indicates which boundary conditions are enforced on f(Q,’y). For
example, we have pure Neumann boundary conditions on the set {y € I'(2,7): a(y) = 0}. And if
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{y € f(Q, v): a(y) = 0} is up to a null set equal to f(Q,’y), then we obtain the nonlocal Neumann
problem

Lyu(z) =/ u(@)y(z,y) —u(y)y(y,x)dy = f(z) forz e,

! N (NP)
Nyu(y) = /iU(y)'y(y,x) —u(x)y(z,y)de =g(y) forye (7).

Pure Dirichlet boundary conditions are enforced on {y € f(Q,fy): a(y) = 1} and the nonlocal
Dirichlet problem is therefore defined by

Lyu(x) = f(x), forxzeQ, (OP)
g

(y), foryeT(Q,7).

In the case that A(T'(€2,7)) = 0 holds, problem is considered to be a pure Neumann problem
which we then call regional problem.

For simplicity, we omit ~ if possible, and write £ instead of £, and A instead of N,. Moreover,
we set

[:=T(Q) ={y e R*\ Q: /{27($,y)+7(y,x)dx > 0}.

As in the local case, the boundary conditions are required for the well-posedness of problem @
However, in the local case boundary conditions are enforced on the topological boundary 912, i.e.,
the intersection of the closure of € with the closure of its complement. Due to the nonlocal nature of
problem , boundary conditions on 02 are in general not sufficient to guarantee well-posedness.
As a consequence of this, we define the nonlocal boundary T. Note that in the pure Dirichlet case
or if A(R?\ T') = 0 holds, boundary conditions can be enforced on the whole complement of .

To the best of our knowledge, Gunzburger and Lehoucq [I5] are the first to formulate and consider
nonlocal boundary value problems in the form of @ Although, we consider a different Neumann
operator the approaches to derive a weak formulation coincide. Furthermore, in [I5] the nonlocal
boundary does not depend on ~.

The nonlocal Dirichlet problem is further studied by Felsinger et al. [21] and by Du et al. [2§], for
instance. Note that in the pure Dirichlet case or if Tis up to a null set equal to Rd\Q, the boundary
conditions can be enforced on the whole complement of 2. However, for symmetric kernels, Du et
al. 28] enforced the nonlocal Dirichlet boundary condition on

Qr = {y € R%\ Q such that y(z,y) # 0 for some = € Q} .
And they also consider a different nonlocal Neumann problem

Cou(z) = / W@ (@) — un(yn)dy = fz) forze®,
! (NP2)

NEu(y) —/i u(y)y(y, x) —u(z)y(z,y)de =g(y) fory e Qy,

uQr
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where Nf was first introduced by Gunzburger and Lehoucq [15]. Then, for a symmetric kernel,
we obtain T' C Qr and

N?MM—N%MDz/)Mw%%@—uwh@wﬁh for y € T
Qr

Roughly speaking, A, only controls the mass leaving Q. While, N$ takes into account the mass
leaving 2 and the mass movement within ;.

There have been several other approaches for nonlocal Neumann problem in the literature. For
instance, Barles et al. [9] formulate a Neumann—type boundary value problem by imposing a reflec-
tion condition on R\ Q. Cortazar et al. [4] and You et al. [40] derive a Neumann-type boundary
value problem from a decomposition of the operator £. A connection between the decomposition
approach and the Neumann problem is shown in Chapter |7l And a comparison between the
nonlocal Neumann operator N and /\/f is made in Chapter .

Our approach follows Dipierro et al. [32] who consider problem (NP) for

Cd,
WXW\{O}(Z/ —xz) fory,xeR?

Vs(y, @) = T

where ¢4 is a normalization constant and s € (0,1). Foghem [II] and Foghem and Kafmann
[13] further generalize this approach by considering all v € K such that the convolution kernel
v: R\ {0} — (0,00), defined by y(y,z) := v(y — z)Xpa\foy (¥ — ) for y,x € R9, is even and Lévy
integrable, i.e., v satisfies

(@) = v(—2) for z € R4\ {0} and / min{1, ||z]|2}v(z) dz < co.
R\ (0}

In this thesis, we broaden this approach to kernels in K.

In order to define a weak solution for (NP)), we require a weak formulation and a test function
space. To be more precise, we want to have a test function space F' C {u: R - R measurable}
and a bounded bilinearform §: F' x F — R with

/(Eu(x))v(:v) dz + /A(Nu(y))v(y) dy = F(u,v) for all v € F
Q T

and all sufficiently regular functions v € F. Then, our aim is to study under which assumptions a
solution to this weak formulation exists, i.e., we want to present assumptions which guarantee that
there is at least one function u € F solving

/ f(x)v(x)dz + /Ag(y)v(y) dy = F(u,v) for all v € F.
Q r

We recall that for a normed space (X, || - ||x) the (continuous) dual space X* is defined by

X*:={p: X = R linear with  sup |p(z)| < oo}.
zeX,||z||x<1

If (F,F) is a Hilbert space and ®: F' — R defined by

ww:lj@wmm+[mwwmy (1.1)

r

8
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is a bounded linear form, i.e., ® € F'*, then the Riesz representation Theorem yields the existence
of a unique weak solution. Note that we in fact obtain that for every ® € F* there is a unique
u € F solving

®(v) = F(u,v) for all v € F.

A unique existence result which holds under weaker assumptions is the Lax-Milgram Theorem (see
[6, 6.2.1 Lax-Milgram Theorem|). If (F,(-,-)r) is a Hilbert space such that there are constants
¢, C' > 0 with

15(u,v)| < Cllul|p|v|lr and cllul? < F(u,u) for all u,v € F, (1.2)

where ||ul|% = (u,u)p for u € F, then we obtain by the Lax-Milgram Theorem that for every
® € F* there is a unique u € F' solving

®(v) = F(u,v) for all v € F.

To sum it up, we want to have an inner product on F' such that (1.2} is satisfied and that ®: F' — R
defined by (/1.1 is an element F™.

This thesis is structured in the following way.

First, we present in Chapter , an interpretation of problem and our nonlocal Neumann
operator N. This interpretation leads to Theorem [2.1] the nonlocal integration by parts formula.
This nonlocal integration by parts formula provides us a test space V(€;~) and a bilinearform B
which is symmetric if v € K is symmetric.

Then, we define in Chapter (3| a bilinearform (-, )y (q;y) on our test space V(£2;+) such that for a

symmetric v € K we obtain
1
5(U,U>v(gw) < (U, v)12(0) + B(u,v) < (U, v)y(oy for all u,v € V(€Q;79).

Then, we show that (V(€%;7), (-, -)v(a;y)) is Hilbert space (see Corollary .

The weak solution of problem (NPJ) is defined in Chapter 4] and we show an existence result for
problem (NPJ|) (see Theorem 4.5)) where we assume, among other things, that v € K is symmetric,
that the nonlocal counterpart of the Poincaré inequality holds, i.e., there is a C' > 0 with

1
v—)\(m/gv(a:)dx

that a continuous linear functional on V(€;~) is defined by

v»—>/ y) dy,

and that a compatibility condition is satisfied, i.e., we have

/Q Fly)dz + /F o(y) dy = 0.

Note that we in fact assume an equivalent formulation of the nonlocal Poincaré inequality in
Theorem [4.5] This is shown in Chapter [f] as this chapter is dedicated to the nonlocal Poincaré
inequality.

< CB(u,u) for all u,v € V(;7),
L2(Q)
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As mentioned before, we require ®: V(€;+) — R defined by (1.1) to be an element of the dual
space of the Hilbert space V(€; ) because f € L?(£2) implies

/Qf(ﬂf)v(x) dz < [fllee@llvliz@) < Iflle@llvlivian)  for all v e V(€;) (1.3)

it remains to verify if a continuous linear functional on V(£2;7) is defined by

vH/Fg(y)v(y) dy.

In order to do so, we study the restriction of functions in V(€;~) on I' in Chapter @ In other
words, we analyze the behaviour of our test functions on the nonlocal boundary and we investigate
which functions defined on the nonlocal boundary I' can be extended into a function in V(;7),
i.e., we study a nonlocal Trace space.

Chapter [7]introduces another weak formulation (see Definition [7.3]) where we incorporate the bound-
ary conditions into the kernel. To be more precise, with boundary conditions we modify the kernel
into a regional kernel.

In Chapter 8] we consider coupled nonlocal Neumann problems. Due to the nonlocal nature, these
coupled problems are quite different compared to the local coupled Neumann problems.

And in Chapter@], we consider an optimal control problem where problem (NPJ) is the state equation.

Finally, Chapter deals with the convergence of nonlocal Neumann problem to local Neumann
problems which is achieved by considering a family of kernels with shrinking support.

10



Chapter 2

Interpretation

In [32], a probabilistic interpretation of problem (NP} is presented. We, however, provide a more
physical interpretation of problem (NP]) by following along the lines of [29]. Until further notice,
let Q € R? be a bounded, nonempty, and open set, v € K and u: R? — R be measurable with

[, [ 0@+ lutw)hn (e ay de < .
R JRdA

Then, the function u is considered to be the mass density and the flux is determined by + in the
following manner. While mass which travels from an open subset A C R? to a point y € R? is

given by
) [ () do. A

Mass traveling from A to y

mass traveling from this point y to the set A is given by

-« v

/u(x)’y(a:, y) dz. A
A

Mass traveling from y to A

Hence, the nonlocal boundary T consists of all the points in the complement of  C R interacting
with €. Thus, we have that

Q /y
Nu(y) = /Q u(y)y(y,x) — u(z)y(z,y) dz r

Mass leaving 2 to y € r

is the (total) mass leaving the open set € to the point y belonging to the interaction set T So, by
prescribing Nu on I', we control the mass leaving €.

11
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The (total) flux from the open subset A C R? to the open subset B C R? is the mass traveling
from A to B subtracted with the mass traveling from B to A4, i.e.,

//U(y)v(y,x)—U(w)v(w’y)dydﬂs ./13
JAJB

A
:/ / w(y)y(y, z) —u(z)y(z,y) dzdy.
BJA Flux from A to B

Therefore, we define the flux operator from the open set A C R? to the open set B C R? as
F(4B) = Fy(A B = [ [ uwyi(v.2) = u(e)s(ay) dyde.
Note that the flux operator F' can be extended to fluxes between two measurable sets.

By the linearity of the integral and Fubini’s Theorem, the action-reaction principle is satisfied (see
[29)), i.e., for all open sets A, B,C C R? we have

F(AUB,C) = F(A,C)+ F(B,C) — F(ANB,C) and F(A,B)=—F(B,A).  (ARP)

F(A,B)

F(B, A)

Flux from A and B to C
Flux from A to B and from B to A

Notice, that if 4 is symmetric, then for all open subsets A, B C R, we obtain

/Au(x)/B’Y(x,y) dydx = /Au(m)/ny(y’x) dy dz

and F(A,B)://;/B(u(y)—u(ac))’y(y,x)dydx.

We want to emphasize that Lu € L!(£2) holds and that the mass leaving (2 is given by F(Q, R4\ Q).
So by the action-reaction principle (ARP]) and the definition of T' and N we further have

/Q ~Lul) / /Rd —u(y)y(y,z) dy de

= F(Q,RY)
= F(Q,R\ Q) 4+ F(Q,Q)
= —F(R\ Q,0)

—/Rd\Q/QU(y)'v(y,w) —u(z)y(z,y) dwdy—/ff\fu(y) dy

12
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The equation

/Q ~Lu(z)do — /F Nu(y) dy

is the nonlocal counterpart of the well-known Gauss Theorem.

Now, we want to further motivate that —L is the nonlocal divergence operator by following the
argumentation made for the local case (see Purcell and Morin [27, pp. 78-80]).

Similar to the local case, we define the nonlocal divergence at a point xg of the flux F' by
. . 1 d
(ndiv F)(zg) := }13% mF(BT(:EO),R \ By (z0)).

Since for r > 0 and almost all zg € Q it is valid that F(B,(zo), B(z0)) = 0, we obtain

(ndiv F)(x0) = hm (Br( ) F(By(z0), R\ B,(20)) + F(B,(20), B, (20))

1

d
- }13% B, (o)) L (Br(@o). BY)
1
1
hmi —Lu(z) dz.
P NBw0) Sy )

By Theorem 7.10 in Rudin [37], the Lebesgue differentiation Theorem, we conclude that
ndiv F' = —Lu

holds almost everywhere in Q. Note that Theorem 7.10 in Rudin [37] is also applicable if we consider
a sequence of measurable sets nicely shrinking to xg, instead of shrinking balls centered at xg.

Similiar to the local case (see Purcell and Morin [27, pp. 78-80]), we now divide §2 into countable
disjoint and nonempty subsets of 2. To be more precise, for each n € N we assume that there is a
disjoint family of sets (£2}')ien i<k, Where (k,)nen is a monotonically increasing sequence in N with
Uf;l Q7 = Q) and that for each x € (2, there is an 7 € N such that €2} nicely shrinks to x as n — oo.

Example for n = 3,4,5

For every fixed n € N the action-reaction principle (ARP)) yields

F(Q,RI\ Q) = ZF (QF, R\ Q).

13
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In general, we obtain that the flux leaving € is equal to the combined flux leaving every element
of a partition of (2.

For all n € N, we therefore have

/fN u(y) dy
kn,

_F(Q,RI\ Q) = Z (/ A(én)F(Q?,Rd \n) dx)

L5 (e

And by our assumptions and Theorem 7.10 in [37], we see that for all z € Q, there is an ¢ € N with

F(Qr R\ O )xar (:C)) dz.

1
lim ’F(Qy,Rd\Qy) — (ndiv F)(z)| = 0.

nevoo | \(5)

Hence, we conclude

/f/\/ u(y) dy = /Q (ndiv F)(z) dz.

All in all, we have now shown the nonlocal counterpart of the Gauss Theorem. However, as in the
local case, we extend it into the nonlocal counterpart of the integration by parts formula.

Theorem 2.1 (Nonlocal integration by parts formula).

Let Q C R? be an open and bounded subset and v € K. For a given k € K with

k>0 aeon{(yz) R xQ: |y(z,y) —y(y,z)| >0} and H/ k(y,-)dy < 00,
R4

L>(Q)

set

~ €, - , L 2
A(y, ) := max { y(y, z), Olz:9) ~ 71y, 2)) X{ka)>0) ¢ for y,x €RY
k(y, )
V(;7) = {U: R? — R measurable vllvm) < oo}, where
ol = [ o)+ [ (o) = o). ay .
If u € V(;7) satisfies

/Q < i lu(z)y(z,y) — u(y)v(y, v)| dy>2 dz < oo,

then for all v € V(;7), we have

/.Cu v(x) dx—i—/fj\/u(y)v(y) dy

5 | [ @ (0) = o (.0 ola) ~ vlw) dyda 1)
+ [ [w@ntem) = utwrva) el - o) dy e

14
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In particular, we obtain

/Q—Eu(a:)dx:/fj\/’u(y) dy (2.2)

and for ‘%7: V(Q;7) x V(2;7) — R defined by
=5 | [ (weh(.9) ~ a0 o) ~ o(0)) dyda
+ [ [t - uwh o) o) - o) dyde
there is a C' > 0 with ‘%,Y(u, v) < Cllullys llvlivies)-

Proof. Our desired result is obtained via Fubini’s Theorem. Let u,v € V(€2;7) be given and assume

/Q < » lu(z)y(z,y) — u(y)y(y, )| dy)2 dz < oo.

Note that by our assumptions, we have Lu € L?(£2) and by applying Hélder’s inequality, we get for
the first term in that [, Lu(z) v(z) de < || Lullz)llv]liz@g) < co. Fubini’s Theorem and the
triangle inequality yield
JNut et dn < [ [ awrna) - u@ne)o)] dedy
= [ lwn ) = ) o) = v(o) = vl dedy
< [, | lwwnts.e) = @yt )] dedy
+ [ ] Htna) - u@n @) e - o)l dedy.
Therefore, it remains to show that there is a C' > 0 with
B (u,0)] < /ﬂ y |(u(@)y (2, y) = u(y)y(y, 2))(v(z) —v(y)|dy dz < Cllullyesm) lvilves)-

By using the triangle inequality again, we obtain

/ @@ y) = uy)y(y, 2))(v(z) = v(y))| dy dz

/ [ @) 3(2.9) =200 2) + (u(z) = )1 (0,2)) ol) — (0))| dy
/ (@) (v(, ) — 15, 2))(0(z) — v(y))] dy da
/ [ (uta) = u(0)1(0,2) 0(a) = ()] dy

While for the second term Holder’s inequality yields

| [ 16@ = utn )o@ = o)l dyde < lulvasllelias) < .

15
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we estimate the first term by
[ [ 1@t 0) = 1002 wla) = o) dy o
= [ [ 1) YD) G S0t - o) dy o

VE,2)

1
2
/ k(y,-)dy
]Rd

L (Q)

<

||U|’V(Q;§)||U||V(Qﬁ)
<00.

Therefore, all integrals are, in the Lebesgue-sense, well defined and finite. And the linearity of the

integral yields
//Rd W) (y, 2))v(z) dy da
/ / (y, 2))o(x) dy de

/Q/Rd\g u(@)y(@,y) — uy)y(y, 2))v(z) dy de.

Note that v(z,y) = v(y, ) = 0 holds for a.e. (z,y) € 2 x (R?\ (QU f)) and thereby,

/ /Rd\Q u(z)y(z,y) — u(y)y(y, v))v(z) dy dz

By Fubini’s Theorem, we conclude
/ / Yy (y, 2))o(z) dy da
-5/ / Y1y, ))o(e) dy da
—// Yi(a,))o(e) dy da

-3 /. [ w@ P2 00) — () dy da
and
[ u(y) (g 2))o(a) dy dr
- | f () 0(a) = o)) dy
—// w(@)1(y ) — u(z)y(z,9))dz v(y) dy.
Due to yga € V(2;7), the special case ([£.2) follows. O

16



CHAPTER 2. INTERPRETATION

Recall that a bounded domain  C R¢ is called Lipschitz if for each point y € 99 there is a r > 0
such that 902N B, (y) is the graph of a Lipschitz function. However, we want to remark that if € is
not bounded, we require rather complicated conditions on 2 and 09 (see [2], 4.9]). As a consequence
of Brenner and Scott [3T, (5.1.5) Proposition|, we see that for a bounded Lipschitz domain 2 C R?
the integration by parts formula on Sobolev spaces holds, i.e.,

VAu(y) v(y) dy = / (A(2)Vu(z), Vo)) da

/ —div(AVu)(z) v(x) de +
Q Q

o0

for all u € H2(2) and v € H'(Q2) with the local Neumann operator defined by
Viuly) = (Ay)Vu(y),v(y)), ye o,
where (-, -) is the dot product, v denotes the outward unit normal to 99, and A € (C1(Q))4x¢.

For a symmetric kernel v € K and a bounded open set Q ¢ R? Theorem yields
[ €u@) o) de+ [ Wul) o) dy
Q T
—5 | [ () = ul) 0(a) o)1 .0) dy (23)
+ [ [ — )@ - o) dydo

for all u,v € V(§;) with

/Q ( [ @) — (), ) dy>2 dr < oo,

And the nonlocal Neumann operator can be written as
Nu(y) = (v(y,)Gu(y, ), iy, ))r2may fory €T
where G: {v: R? — R measurable} — {v: R? x R? — R? measurable} is defined by
_ y—= d d
Gu(y,z) = (uly) — U(@)m for (y,z) € R" x R%.
and where we set p: R? x RT\ Q — R, u(y,z) = ﬁxg(ﬁ‘) Furthermore, by (2.3) we have
[ (€uta)) vie)da+ [ ut) o) ay
1
= [ S0CaGut ). Got Do do
+ [ (6 a)Gu(,2),G0(,2) 2 o) da

for all u,v € V(§;) with

/Q ( [ @) — (), ) dy>2 dr < oo,

17
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Recall the Neumann Problem introduced and studied by Du et al. [2§], i.e.,

Lu(x) —/ u(z)y(z,y) —uly)y(y,z)dy = f(z) forzeQ,

¢ (NP2)
NCu(y) = e u(y)y(y, z) —w(@)y(z,y)dz = g(y) fory e Qy,

where v € K is symmetric and the interaction set is defined by

Qp = {y € R4\ Q such that ~v(z,y) # 0 for some z € Q} .
Assume v € K is symmetric, then we have T'c O and

NCu(y) — Nu(y) = / u(y)y(y, x) — u(z)y(z,y)dz  foryeT.

Qr

Furthermore, by Du et al. [29, Corollary 4.2] and Fubini’s Theorem we have

[ en@notyan+ | W) vy
=5 [ [, @)~ a0 0015, 2) dy
=5 | | ) = o) o@) = o) 100 2) dy

# [ 0 = u) 0@ ~ o)) dyds

t5 [, 0@ w6 o)) dy

for all u,v € V(QU QI;’YX(QUQI)x(QUQI)) with

/Quﬂz </QUQI lu(z)) — u(y)|y(y, z) dy>2 dz < oo.

Then, V(QU Qr;vX(Qua)x@ua;)) C V(€2;7). And by definition of T we have

[ [ 6@ = u@)e@) ~ o) rt) dedy = [ (wlo) = u)e() = o)1) dody.
rJo RA\Q JQ

Hence, we obtain
| sy - [ W= [ [ 06 - um) ) - 00)1(.2) dyds

for all u,v € V(QU QI;’YX(QUQI)X(QUQ])) with

/Q ( [ lu@) —u(p)l(y, 2 dy>2 dr < oo,

18



CHAPTER 2. INTERPRETATION

Therefore, a function u € V(Q U Q15 vx(Qua,)xua,)) solves

;/Q/Q(“(w) —u(y))(v(z) —v(y)) (y, ) dy da
+ /Q /f(u(:v) —u(y))(v(z) —v(y)) y(y,z)dy dz
1
T2 /QUQI /QUQI (u(@) = u(y))(v(z) —v(¥) 1y, z) dy dz

for all v € V(Q U Qr;vx(Qua,)xua,)) if and only if we have

[ ) =22 gz =o
Q; Jo;

As mentioned before, another method for modeling a nonlocal Neumann problem is to decompose
L. To be more precise, because for x € €} we have

£u(w) = [ ulae.s) ~ ulw) (. ) dy

Z/U(ﬂf)v(:c,y)U(y)v(y,w)dy+/ u(z)y(z,y) — u(y)y(y, =) dy,
Q RA\Q

the aim is now to control

/ u(x)y(z,y) —u(y)y(y, r) dy
RA\Q

with a nonlocal Neumann condition. Both Cortazar et al. [4] and Glusa et al. [14] followed this
approach with different nonlocal Neumann conditions. In Chapter [7, we see that such an approach
is also applicable for our Neumann problem (NP)).
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Chapter 3

A Test Function Space

In accordance with the nonlocal integration by parts formula (see Theorem , we define the
function space which was first introduced in [21]

V(Q;y) = {U: R? — R measurable : [vllvay) < OO}
where [olfan = [ @)+ [ (0l0) = o()P(00) dydo
for a nonempty, open set Q@ C R? and a kernel v € K. We further set
D:=T(Q,9) :={y e R\ Q: /ny(y,x)dx > 0}. (3.1)
Then, we have f(Q, 7) =T(2,7) UT(Q2,+") and especially for a symmetric v € K, we obtain
L(Q.7) =T(27) =T(QA").
For v € K, we define the symmetric bilinear form %: V(2;7) x V(;v) — R by
Blu,0) 1= B (0,0) 1= [ [ (ule) — u(w)) o) ~ 0(0)) 1(0,2) dy e
+ [ [ (wle) = ) 0t) = o) () dy

and the mapping (-, -)y(:y): V(2;7) x V(©;v) — R by

(6 Dy = /Q u(@)o(z) + /Q (@) = u)(0(w) ~ o) (o) dy

We observe that (-,-)y(q;y) is a semi-inner-product and, therefore, (-,-)y(q;) induces a seminorm
|- lv(@:y) on V(£2;7). Furthermore, % is bounded by definition and for all functions u,v € V(©;7),

we have
1

Wy < /QUZ(IE) dz + B(u, u) < (u, u)y(@;) (3.2)
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CHAPTER 3. A TEST FUNCTION SPACE

and

/ / (u(x) — u(y)) (v(z) — v(y)) 1(y 2) dy dz
QJr

[ [ )~ u@)e) - v(5) 1. 2) dy
o Jri\Q
By following the arguments used in [32 Proposition 3.1|, [21, Lemma 2.3], [39, Therorem 3.1] and
[11, Theorem 3.46], we obtain:

Theorem 3.1.
Let Q C R? be a nonempty and open set and v € K. Then V(S;7) is a complete seminormed vector
space with respect to || - [y and (-, -)y(qa;y) 5 a semi-inner-product on V(§2;7).

Proof.

As mentioned before, (V(£2;7), [|[[y(0;y)) is & seminormed vector space because (-, )y ;) is bilinear
and positive semi-definite, i.e., (-,-)y(q;) is a semi-inner-product on V(€2;7).

In order to show that (V(€%;7), || - [[y(q;y)) 18 complete, let (vn)nen be a Cauchy sequence with
respect to the seminorm || - [[y(q;y). Then it remains to show that (v, )nen converges to a function
v € V(§2;y) with respect to || - [[y(q;q)- Since (vp)nen is Cauchy, we have

lim (vk( ) — ve(x))*da = 0,

k—o00

lim / /R (o) = wnly) = (ue() = ve(y))P (g 2) dy dr = 0.

k. —o00

Hence, due to the completeness of L2(Q) and L2(Q x RY), there is a v € L?(Q) and w € L2(R% x Q)
with

hm (vk( ) —v(x))*dz =0,
k—o0

lim / /R ((on(2) = o) VAl 2) — wly 2)* dy da = 0.

We now choose a subsequence (vp,)een, such that we have

lim vy, (z) = v(z) for a.e. x € Q,
£—00

and elim (Un, (@) — v, (W)Y (Y, ) = w(y, x) for a.e. (y,z) € R? x Q.
—00

Without loss of generality, we now assume that  # R%. In view of (3.1), we set v(y) = 0 for
y € R\ (QUT). For a.e. y € I' we choose a measurable subset

Q, C {x € Q such that y(y,z) >0} CR? with 0 < \(©,) < .

The existence of such subsets is given by the definition of I and the o-finiteness of the Lebesgue
measure on R%. We set

L@ - M G o ae
U(y)_A(Qy)/Qy (z) 'y(y,x)d fora.e.y €T
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CHAPTER 3. A TEST FUNCTION SPACE

Because for any n € N, a.e. y € I and a.e. x € ,, we have

(vn(2) — vn(y)) ’Y(yax>| = |vn(y)| < sup |vn(y)] < oo.
’Y(y,w) neN

[on () —

Thus, by Lebesgue’s Dominated Convergence Theorem, we see that, for a.e. y € T,

N vx—M r = lim 1 v z = lim v
) = 3 o 70 = e = i s [ ) = i )

Recalling that y € R%\ (QUT) implies Jo¥(y,x)dz = 0 and, therefore, v(y,x) = 0 holds for
a.e.x € Q. We conclude that for a.e. (y,2) € R? x Q, we have

w(y,x) = lim (vy, (2) = vn, (¥)) V1Y, 2) = (v(2) = v(H)) V(Y 2).

Now we have found a function v € V(€;~) for which elim [vn, — vllv(@sy) = 0 holds and because
—00
(vn)nen is Cauchy with respect to || - [[v(qy), We obtain lim [|v, —v[ly(q.y) = 0 as well. Therefore,
’ n—00 ’

(V(Q;V)’ H ' ||V(Q;'y)) is complete. [
In the same manner as Lebesgue spaces are treated, we now identify the elements of V(£2; ) with
their respective equivalent class. For this reason, we define

N:={veV(vy):v=0ae on QUT}.

By definition of || - [|y(q;y), we have u € ker(]| - [[y(q;y)) if and only if u = 0 a.e. in 2 and

[ [ tno iz o,
QJr
so that N = ker(|| - [[y(q;y)). Now, by defining

[u] =u+N:={veV(y):v=uae on QUI} forueV(Q;~)
the corresponding quotient space is given by
V(7)) = V(7)/N = {[u]: v € V(;7)}.

For any u,v € V(£;7), we then have (u1,v1)y () = (U2, v2)y(0;y) and B(ur,v1) = B(uz,vq) for
all u1,ug € [u] and vy, vz € [v]. This implies that both mappings (-, *)v(q;y): V(2;7) x V(;7) = R
and B: V(Q;7) x V(©;v) — R defined by

<[u]7 [UDV(Q;V) = <’LL, U>V(Q;'y) and %([UL [U]) = %(U,U) for v € [U],’U € [U]
are well-defined. And for v € V(£2;+), we have ([v], [v])v(q;y) = 0 if and only if [v] = N.

Although the elements of V(€2;+) are in fact equivalent classes and not functions, we consider the
elements of V(€; ) to be functions which are considered identical if they are representatives of the
same equivalent class. To be more precise, in our view, the elements of V(£2;+) are functions which
are defined a.e. on QUT.

Thanks to Theorem [3.1] we therefore conclude:
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CHAPTER 3. A TEST FUNCTION SPACE

Corollary 3.2.

Let Q C R% be nonempty and open and v € K. Then, V(;7) is a separable Hilbert space with the
inner product (-, -)y(q;y)- In particular, for every D € (V(Q;7))*, there exists a unique u € V(Q;7)
such that for all v € V(;7), we have

D(v) = /ﬂu(a:)v(a:) dz + B(u,v).

Proof.

Because of Theorem the definition of V(;7), eq. (3.2)), and the Riesz representation theorem,
it solely remains to show that V(2;~) is separable. The mapping

T: V() = L2(Q) x L2(Q x Rd), U (u, (u(z) —u(y)) 7(y,3})>

is isometric due the definition of the norm in V(€2;v). Due to the completeness of V(Q;7), we
obtain that Z(V(Q;v)) is a closed subspace of L2() x L2(Q x R?). This product is separable which
implies the separability of V(;~). O

Remark 3.3.

We note that v € K is not required to be symmetric in this subsection. In fact, also for a nonsym-
metric kernel v € KC, we have that V(;7), (-, )v(w) and B are all well-defined and V($2;7) is a
complete seminormed vector space with respect to || - |[y(q.y)- And therefore, V(€;7) is a separable
Hilbert space also in this case.
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Chapter 4

A Nonlocal Neumann Problem

Let u € V(€;7) be a solution of problem (NP|) which satisfies

/Q < e u(@) — u(y)v(y, z) dy>2 dz < oo.

Then, by the nonlocal integration by parts formula (see Theorem , we get, for all v € V(Q;7),

/ﬂ f(2)v(z)dz = /Q Lu(z)v(z) dz

= B(u,0)~ | Muly) () dy = Bluw) = [ o) (o) o
However, for a symetric kernel v € K, we obtain B = B. Hence, we define our weak solution
accordingly.

Definition 4.1.
Let Q C R% be nonempty and open and v € K be symmetric. For given measurable functions
f:Q—=Rand g: T — R, we say that the function u € V(Q;7) is a weak solution of the Neumann

problem (NP)) if
/ f(z)v(z)dz + / g(y)v(y)dy = B(u,v) holds for all v e V(;7).
Q T
We call the Neumann problem homogeneous if g = 0.

First, we highlight that the symmetry assumption on v € I can be relaxed.

Remark 4.2.
Consider the nonlocal problem

Lyuta) = [ (wle) = unly.)dy = f@) forz e .
Nouly) Z?(U(y)—U(w))n(y,x) dz  =g(y) foryeT(2n),

Q
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CHAPTER 4. A NONLOCAL NEUMANN PROBLEM

where the measurable function n: R% x Q — [0,00) is only assumed to be symmetric a.e. on  x Q.
By setting

n(y,x)  for (y,x) € 2 x €,
7:RY xR = [0,00), ¥(y,z) = < n(y,x) for (y,z) € R\ Q x Q,
n(z,y) for (y,z) € Qx R\ Q,

we obtain a well-defined kernel v € IC which is symmetric a.e. on R? x R® with T'(Q,~) = T'(Q,n)
and
By (u,v) =By (u,v) for all u,v € V(2;7) = V(4 n).

Moreover, u: R* — R is a strong solution of problem @ if and only if it is a strong solution
of problem (NP)). Therefore, we define the weak solution of problem @ accordingly: A function
u € V(1) is a weak solution of the problem () if

/ f(z)v(z)dz — / g(y) v(y) dy = By, (u,v) holds for all v e V(sn).
r'(Q2,n)

In the next remark, we study under which assumptions the weak and strong solutions of the
homogeneous Neumann problem are equivalent.

Remark 4.3.
Let f € L2(Q) and let u € V(;7) be a weak solution of the homogeneous Neumann problem (NP)
satisfying

/Q ( @) —uy)y, o) dy)2 dz < oo.

By the definition of the weak solution (Deﬁm'tion and the nonlocal integration by parts formula

(Theorem [2.1)), we find
/Eu da;—}-/./\/u dy—/f x)dz for allv € V(;7).

If every infinitely differentiable function with compact support is an element of V(Q;7) (i.e.,
CE(RY) C V(47)), then also

/Eu da:—l—//\/u dy—/f z)dz for all v e CP(RY),

so that by [16, Corollary 4.24.], we have Lu = f a.e. on Q and Nu =0 a.e. on T.

If for a.e. x € QUT there is an R > 0 such that for all 0 < r < R we have x,(») € V(£2;7), then
by [37, Theorem 7.7], we get

u(zg) = lim U XBT(xOx im Brx)x) z= f(x
Lu(zo) = lim QE())\(BT o) ¢ Lo/f AB.(0)) =)

fO? a.e. xg € Q and
NU(yQ) = lim NU(Q)XBT(yo)(y) dy =0
=0 Jp

for a.e.yg €.
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CHAPTER 4. A NONLOCAL NEUMANN PROBLEM

Before we present an existence result for the weak solution of problem (NP)), we show that Corol-
lary ensures the existence of a weak solution for the following regularized variant of (NP]) with
homogeneous Neumann constraints.

Remark 4.4.
Let us consider the problem

Lu(z) + k(x)u(z) = f(x) forx e,
Nu(y) =0 foryeT,

for Q € R? bounded and open, f € L2(Q), k: Q — [a, B] measurable with 0 < o < B < 00, and a
symmetric function v € K. Because

(1
o {2’ 0‘} [ull sy < Bu,u) + /Q k(z)u’ () dv < max{L, B}Hull o)

holds for all u € V(§2;7), the existence of a unique weak solution of this problem, i.e., the function
u € V(§2; ) solving

/ f(z B(u,v) + /Q k(z)u(z)v(z)dx  for allv e V(Q;7),

is gwen by Corollary[3.3. The case k = 0, however, requires special treatment since neither the
existence nor the uniqueness is guaranteed. Note that all constant functions belong to V(2;7) and
that we have B(u,v) = B(u + ¢,v) for all u,v € V(;7) and constants ¢ € R. Therefore, the
weak solution cannot be unique in V(§;). And the existence of a weak solution to our Neumann

/Qf(fﬁ)dwr/rg(y)dy:o-

In other words, a compatibility condition is necessary for the existence.

problem already implies

Using a similar approach as is used for the local Neumann problem in Brenner and Scott [31], Section
2.5.]), we now present an existence and uniqueness result for the weak solution of the homogeneous
Neumann problem (NP) (i.e., K = 0 in view of Remark [4.4).

Theorem 4.5.
Let Q C R? be bounded, nonempty and open, f € L2(Q), and v € K be symmetric. Then, the
homogeneous Neumann problem (NP)), i.e.,

Lu = f on,
Nu =0 onT,

has a weak solution if
/ f(z)dz =0 (Compatibility condition)
Q
and if there is a constant C' > 0 such that for all v € V(§;7), we have

/ / )2dydz < C / / )2y (y, ) dy d. (Poincaré inequality)
R4

Furthermore, the weak solution is unique up to an additive constant.
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Proof.

First, we remark that for all u € V(€;+), we have

21 ANQ) [ v?(z)dz — u(x) dz 2 = (u(z) — u(y))?*dy dz
Q Q QJQ
<c [ [ ula) = uw)P1 (.0 dyaa

Wﬁwy:{UEWnyly@ﬁM:O}

and we introduce the space

Let us define the average

1
uQ = )\(Q)/Qu(x) dz

for u € V(Q;7). Since u — ugq is for all u € V(;~) an element of V(;~), we have

C C
[ wo) —uaar < s [ ) = u) () dyde < 5 Bl

For all u € ?(Q, ) the Poincaré inequality yields

ln{iig?}um@mwy<§g)/' z)dz + /:éd DAy, o) dyde  (41)
<B(u, u) (4.2)
<([@ars [ [ @ - u)* o) aya) (43)
:HUH%/(QW)' (4.4)

We obtain that B(w,w) = 0 for w € 17(9;7) implies [[w|ly(o;y) = 0, i.e., w = 0 a.e.on QUT.
Thereby, 9 is an inner product on the space 17(9, 7). Because (2 is bounded and because of ,
we see that V(Q, ~v) is a Hilbert space with respect to the inner product B. Let us consider the
linear functional

/f z)dae  on V(1)

which is bounded by the Cauchy—Schwarz inequality A. Therefore, by the Riesz representation
Theorem, there is a unique u € V(€2;+) such that

A(v) = B(u,v) for all v € V(Q;7).
Because [, f(z)dz = 0 holds, we get

| ran@ae= [ @)@ - m)da

=B(u,v —vg) = B(u,v) for all v e V(Q;7).
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It remains to show that weak solutions in V(£2;+) are unique up to a constant. For that reason let
both u,v € V(2;y) be weak solutions for our nonlocal Neumann problem. This means u — ug and
v — vq are weak solutions as well and because the weak solution is unique in ‘7(9, 7v), we obtain
U =v— v+ uq. L]

Now, we study the nonhomogeneous nonlocal Neumann problem. For the existence of a weak
solution, the following linear operator

V(€;7) = R, UH/Fg(y)v(y)d

must exist and be well-defined.
Definition 4.6.
Let Q C R4 be bounded, nonempty and open and let v € K.

(i) We say that a measurable function g: I' — R satisfies the functional condition (on V(£2;7))

if
v / y) dy,

is a linear functional on V(Q;7). If the functional is continuous, we say that g: ' — R
satisfies the continuous functional condition.

(ii) We say that a measurable function g: RY — R satisfies the (continuous) functional condition
if g|r satisfies the (continuous) functional condition.

Imposing the continuous functional condition on the Neumann data is sufficient for the existence
of a weak solution to the nonhomogeneous Neumann problem as shown in the next theorem.

Theorem 4.7.
Let Q C RY be bounded, nonempty and open, f € L2(Q), v € K be symmetric, and g: T — R satisfy
the continuous functional condition. Then, the nonhomogeneous Neumann problem (NP)), i.e.,

Lu = f onQ,
Nu =g onT,

has a weak solution if
/ f(z)dz + / g(y)dy =0 (Compatibility condition)
Q r

and if there is a constant C' > 0 such that for all v € V(§;7), we have

/ / )2dydx < C / / (¥))?y(y, z) dy dz. (Poincaré inequality)
R4

Furthermore, the weak solution is unique up to an additive constant.
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Proof.

As in the proof of Theorem we see that

V(Q;7) = {v € V() /Qv(:z:) dz = 0}

is a Hilbert space with respect to the inner product 8. Next, we consider the linear functional

A(v) = /Q f(@)o(x) dz + /F go(y)dy for v e V().

This functional is bounded, so that, by the Riesz representation Theorem, there is a unique function
u € V(§;) satisfying R
A(v) = B(u,v) forall ve V(Q;7y).

Similarly to the proof of Theorem we find that the compatibility condition implies
A(v) = B(u,v) for all v e V(Q;7y).

Finally, for two weak solutions ui,us € V(§2;) we get that the mean—centered versions are equal,
ie.,

1 / 1
U — ——— ul(az)dx:uQ—/ug(m)dx.
AQ) Ja M) Ja
Thus, weak solutions are unique up to an additive constant. ]

In chapter [6] we present some sufficient assumptions for the continuous functional condition.

An approach to study the local nonhomogeneous Neumann problem is to transform it into an
equivalent homogeneous problem by using the linear dependence of the weak solution on the right
hand side.

Remark 4.8.

Let the assumptions of Theorem be satisfied and u € V(€;7) be a weak solution of the non-
homogeneous Neumann problem . Furthermore, let g € V(Q;7v) be the weak solution of the
Neumann problem

Lu+ru =0 onf,
Nu =g onl,
for a given k > 0. More precisely, let g satisfy

B(g,v) —i—n/

§(a)o(z) dz = / () dy  for all v € V(7).
Q

T

The existence of g is given by the Lax—Milgram Theorem. Then, we obtain that w = u—g is a weak
solution of

Lu =f+kg onQ,
Nu =0 onT.
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We now show that depending on the nonlocal Neumann boundary condition, there is an explicit way
to transform our nonhomogeneous Neumann problem into an equivalent homogeneous problem:

Theorem 4.9.
Let Q C R? be a bounded, nonempty and open set, v € K be symmetric, and g: T' — R such that
for a.e.y € T with [,~(y,x)dx = oo, we have g(y) = 0 and such that both integrals

/F Jar(zy)dz W ! /Q ( r Jo(zy)dz dy) d
are finite.

(i) Then, the continuous functional condition is satisfied by g and we have g € L(T).

(ii) Let g be the zero extension of % outside T, i.e.,
Q )

z)dz’
0, y € R4\ T.

g:RY= R, gly) = {

Then, g € V(2;7) is a strong solution of the nonhomogeneous Neumann problem

Lu(zx) :—fr%dy forx € Q,

Nu(y) =9g(y) fory €T
(111) A function u € V(Q;7) is a weak solution of the nonhomogeneous Neumann problem (NP)),
1.€.,
Lu(x) = f(x) forzeQ,
Nu(y) =gly) foryeTl,

if and only if u(-) + %XF(-) € V(2;7) is a weak solution of the following homogeneous
Q b
Neumann problem

Lu(x) )+ fl‘ 7f9(3’/y Z y*gz dy forxz € Q, (45)

Nu(y) =0 fory eT.
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Proof.

For all v € V(Q;7), we find

JECEL
/Ig y)l dy

- ] Rty as
L) fm)f y’dZdW nide+ | / fmy, (z) = vy, v) dy da

SHUHV(Q;v)maX{/< W /fsﬂya dzd}

where the two terms in the max—function are finite due to our assumptions. Thus, ¢ satisfies the
continuous functional condition. And by choosing a constant v, we see that g € L!(T"). Because of
our assumptions, we further have

y)
Ydyde = | ———"—d
v = [ [ 3@ dys /fmzyd y < oo

so that g € V(Q;7). The rest follows by evaluating both £g and N'g, and by the linear dependence
of the weak solution on the right hand side. O

Remark 4.10.

In the case that v € K is nonsymmetric, the variational formulation of problem can also
be obtained by Theorem the nonlocal integration by parts formula. However, to the best of
our knowledge, there is, in general, no “natural” test function space in the nonsymmetric case.
Furthermore, for all v € K, we get

Nu(y) = - /Q w(@)y(, 1) da for . € F(9,7) \ T(Q )
and  Nu(yn) = u(yn) /Q (g2, ) de for ya € T(9,7) \ T2 7).

So, on f(Q,'y) \ T'(Q2,7), our Neumann condition reduces to a weighted volume constraint and on
L(Q,9) \ T(Q,~"), our Neumann condition reduces to a Dirichlet condition. For our nonlocal
operator L, we further have by Fubini’s Theorem

/ / Yy, z) dydz = / / Yy, z) dzdy = 0
QJT(Q\(2,7) CQ\ () JQ

and therefore, for a.e. x € €,
Lu(e) = [ u@hi(e,y) - ulohr (. 2)dy

. x)y(z,y) dy
Q\(Q

Q

+/F( ( )U(

[ (o) - w0 d
r(

2,7)
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In the following theorem, we discuss some sufficient assumptions on a not necessarily symmetric
kernel such that our nonlocal Neumann problem has a weak solution.

Theorem 4.11.
Let Q C R? be bounded, nonempty and open, f € L2(Q), a € L>(Q), and v € K with

H;/gh(»:@v(y,~)ldyHLm(m+H/flv(',y)v(y,-)ldyH

Lo(Q)

We assume that there is a constant C' > 0 with v(z,y) < Cy(y, ) for a.e. (y,x) € T x Q and such
that for a.e. x € €, we have

0<c<a(@ + g [ o) = amady - 5= [ o) 2ol

Then, the Neumann problem

Lu(z) + a(x)u(x) = f(x) forz e,
Nu(y) =0 fory e,

has a weak solution, namely there is a function u € V(2;7) solving
B (u,v) = / f@)v(x)dz  for allv € V()
Q

where for u,v € V(Q;7), we set

B (u,v) :=B(u,v) —l—/gu(m)v(m)oz(x) dz

Proof.

By Theorem [2.1], we see that the definition of the weak solution is justified. By Holder’s inequality
there is a constant K > 0 such that for all u,v € V(Q;v) we have

B0l < [ [ @) - uwn ol - o) dydo
+ [ lu@)le(e)lata) da
< [ [ lute) = uw)lota) = o) (v ) dy s
+ [ @) = (. )lofe) = o)l dyda
+ [ lu@)le(e)lata) da

<K|ullv @i vl
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CHAPTER 4. A NONLOCAL NEUMANN PROBLEM

Therefore B is bounded on V(;7) x V(;7) with

sL%(u,v)
/ / y,z))(u(x) —u(y)) dy dz
/Q/p“ 2)(7(2,y) = vy, 2))(u(z) — u(y)) dy do
Jr/QU($)1J(x)(Jz(as) da.

And because of

/Q/“(x)( y) — (Y, 2))(v(z) —v(y)) dy de

/ / y,2)) (v(z) — v(y)) dy da,
we obtain, for u,v € V(£2;7),

| [t y,2))(u(z) — u(y)) dy dz

/ / 9) =22 u(a) — u(y) dy d

- [ @) /Q (4(2,9) — (g, )) dy de.

// y,x))(u(z) —U(y))\/giidydx

Moreover we estimate

C 1
+ x)| dy dx
hxy) V(y, )|
dyd
// C+1 yer
1
C+ Y(y, z)| dy dx

g / Sy

for u € V(€;7). In other words B is coercive on V(£2;7) and by the Lax-Milgram Theorem there
exists a unique weak solution. ]
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Chapter 5

A Nonlocal Poincaré Inequality

Similar to the local Neumann problem, the Lax—Milgram Theorem provides us an existence and
uniqueness result for the weak solution of problem (NP). Note that because in Theorem the
bilinear form is symmetric, we could directly apply the Riesz representation Theorem.

The Poincaré inequality (see [0, Chapter 5.8.1.]) holds if there is a constant C' > 0 such that for
all u € HY(Q) we have

2/\(9)/Qu2(;v)da:—2</ > // )2 dy dx

éC/ |Vu(z)||? da.
Q

This inequality is most commonly used in order to show that the corresponding bilinear form
is coercive. In the literature, the inequalities - most commonly called nonlocal Poincaré type
inequality - are either in the shape of (see for example [5])

// )2 dydz < C// 2y (y, x) dy dz

or (see for example [28])

// ) —u(y))?dydz < C/ / u(y))*y(y, x) dy da
QUQ; QUQI

where v € K and
Qr := {y € R\ Q such that there is a z € Q with v(z,y) > 0}.

We, however, call

// )2dydz < C//]Rd V2 y(y, z) dy dz

nonlocal Poincaré inequality. We easily see that

// Y(y, z)dy dx < //Rd V2 y(y, z) dy da

< / / (u(x) — u(y)*1(y ) dy da
QU JQUQ
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CHAPTER 5. A NONLOCAL POINCARE INEQUALITY

holds.

Definition 5.1.
Let Q C R? be a nonempty, open, and bounded set, and v € K. We say that the nonlocal Poincaré
inequality holds (on V(€2;7)) if there is a constant C > 0 such that for all u € V(§;7), we have

// )2dydz < c//Rd V2 y(y, ) dy de.

Every constant C' > 0 for which the nonlocal Poincaré inequality is satisfied is called Poincaré
constant.

Recalling that for every n € K, we set

_% /Q /Q(u(x) —u(y))(v(z) —v(y))n(y, =) dy dz
+/Q/F(u(a:) —u(y))(v(z) — v(y)) n(y, z) dy dz

for u,v € V(2; 1), we obtain

Lemma 5.2.

Let Q € R? be a nonempty, open, and bounded set and v € IC. Then, the following statements are
equivalent.

(i) The nonlocal Poincaré inequality holds.

(i) There is a constant C > 0 such that for all u € V(§;7), we have
%XQXQ (u7 U) < C%—Y(U, u)

(i1i) There is a constant C > 0 such that for all u € V(Q v), we have
llu — uQ||L2 @ S CB(u,u) where ug = /\(Q fQ x)dz.

Proof.

Let w € V(€;~). Then, the binomial theorem and linearity of the integral yields

INQ) [l — uglfZ2 ) =2A(%) /Q (u3(z) — 2uqu(z) + (ug)?) dx

—oA(Q) /Q 2(z) dz — 4 ( /Q u(y) dy)2 + 2M(Q)2 (u0)?

_2)\((2)/ 2(; )dm—?(/gu(y)dy)Q

= | [ @) - 2u@)uts) + w?w) dy s
/ / 12 dy da
Xan(U u).
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CHAPTER 5. A NONLOCAL POINCARE INEQUALITY

And because of

;/Q/Rd(U(x) —u(y)*y(z,y) dy dz < B (u,u) < /Q/Rd(u(m) — w2y (z, y) dy da,
we get the equivalences. B

Remark 5.3.

Let Q C R% be a nonempty, open, and bounded set. Then, we have for all measurable functions
u: RT — R with By, ,(u,u) < oo that ulg € L2(Q) holds (see proof of Proposition 2.1 in [12]).
Furthermore, this implies that the nonlocal Poincaré inequality holds on V(82;7) if and only if there
is a constant C' > 0 such that for every measurable function v: RY — R with v]g € L2(2), we have

// )2dydz < C// v(x) —v(y)*y(y, z) dy d.
R4

Now, we give some sufficient assumptions such that the nonlocal Poincaré inequality holds:

Theorem 5.4.
Let Q C RY be a nonempty, open, and bounded set and v € IC with

zeQ

0</ ess mf'y(y, x) dy,
Rd

Then, the nonlocal Poincaré inequality holds.

Proof.

Choose a constant C > 0 such that there is a bounded measurable set
AcC {yeR?: essinfy(y,z) < C} with 0 < ¢:= / ess 1nf'y(y, x) dy.
€N A TEQ

Then, for every u € V(€;~) Jensen’s inequality yields

| [ () = utw? ayao

== /// t) 4+ u(t) — u(y))ZesSseian(’y(t,s))dtdydx
al — () () dy .

Q JRd
O

Due to Theorem 6.7 in [5], we see that the assumptions in Theorem [5.4]are only sufficient conditions
for the nonlocal Poincaré inequality. For this reason, we now relax the assumptions on « by using
the following Lemma.

Lemma 5.5.
Let Q C R? be a bounded domain and e > 0. Then, there is a C > 0 such that for all u € L2(£),

we have
//( () —u(y))’ dyde < C// )X {2yl <e} dy dz.
QJo
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Proof.

Due to the Heine Borel Theorem, we know that  is compact. Therefore, there is a M € N and a
sequence (a;)ien in © with

Qc |J Be(a)

iEM,i<N

Recall, that a chain of sets is a finite series of sets X, Xs...., X}, such that X; N X4, # 0 for
j=1,2,...,k—1. Then, by Theorem 1.6 in |23, Chapter IV], we know that 2 is connected if and
only if for any open covering, or finite closed covering, C of ), any two elements Q1,2 € C are the
first and last elements of a chain €1,€s,...,Q; € C. Therefore, there is a N € N and a sequence
(w;)ien in © such that

QcC U B%(w,-) and ||wj+1 —Wj|| <
iENiSN

forj=1,...,N —1.

Let z,y € Q. Then, we assume , without loss of generality, that x € B%(wl). Let j € {1,...,N}
satisfy y € Bz (w;) and let y, € B£(0) for £=1,..., N. Then,

9 9 9 9
o -+l < S+5 <o oy —yrull<S+5<e
and i + 9 — wis1 = gisal) < s = wipl + el + il <o

fori=1,...,¢ — 1. In other words, for every =,y € Q, there is a sequence (z;);cn in € such that
€ € € €
||$—21+y1”<1+1<57 ||ZN_y+y€H<Z+Z<€

and  [|z; + i — zit1 — Yir1l < |lze — zipa || + [yl + il < e
for i = 1,...,N — 1. Setting D;(z,y) = <B% (zz)) N for i = 1,...,N, we conclude that

N
(@1, 2n) € X Di(w,y) implies |lo — a1l lloy —yll, |2j — 2jll < e forallj=1,... . N —1
1=

and therefore,
N
=1

{1, oon) € Ve flz — v, low =yl [Jvj — vjl| <e for j=1,...,N —1}.

Because  is compact and () is open, there exists a constant ¢ > 0 for which ¢ < insf] A(Bz(z)NQ)
Te

holds. Hence, we estimate

[ [ o)~ ut)? dyas

QJo

<}V/// / / (u(z) — u(y))*dzy ... dee dz; dyda
¢ JQJQJDi(zy) J Da(z,y) Dy (x,y)

N
ok b b 2
<— e (u(z) —u(y)) xa(z;)dydzy ... dragde; dx.
N Ja B:(z) JB:(x1) Be(zn) /Q H

=1

=:J
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For j=1,2,...,N —1, set

Jo ::// / /(u( —u(x1)) HXQ z;)dyday ... dz; dz,
Q JBe(x) (xn) JQ

=1

N
Jj = // / / w(z;) —u(wjir) QHXQ(.'L'i) dydxy ... dryda,
Q g( B (:DN) .

=1

and Jy ::/Q/Bs(x).../s(x]v)/ﬂ(u(x]v)—u(y))2ﬂxg(xi)dyda:1v... dz dz.

=1

Then, for all j =0,1,2,..., N, we estimate

B[ [ ) - uw) el v

And by iteratively applying Jensen’s inequality we get

(u(@) = uly))?

2

N-1
= | u(@) —w(z) + | D (ulz;) = ulej1)) | +ulzn) — uly)
j=1

N-1

<IN +1) | (u(z) —u(z1))* + Z —u(zji1))? | + (w(zy) —u(y))?
7=1

and, therefore, conclude
J(IN+1) | Jo+ ZJ + Jy

(N +1)2 (M) N//| » (u(z) — u(y))*xa(y) dy dz.

O

Theorem 5.6.
Let Q C R? be a bounded domain, v € K, and € > 0. Furthermore, let 0 < Cy < v(y,z) hold for
a.e. x,y € Q with |z — y|| < e. Then, the nonlocal Poincaré inequality holds.

Proof.
Follows as a consequence of Lemma [5.2] and Lemma [5.5] O
Theorem 5.7.

Let Q C R be a bounded, nonempty domain, € > 0, and v € K with

0<  essinf min{vy(z,x),v(z,y)} dz.
z,yeQ[lz—yl<e Jrd

Then, the nonlocal Poincaré inequality holds.
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Proof.
Choose a constant C' > 0 such that there is a bounded measurable set
A cC {zeR?: min{y(z,z),7(z,9)} < C for a.e. z,y € Q with ||z — y|| < e}

with 0 < ¢ := ess inf / min{vy(z,),v(z,y)} dz.

z,y€Q,llz—yll<e J A

By Lemma [5.5] there is a C > 0 with

// dydx Cl// X{Hw yll<e} dy dx fOIuEV(Q )

Hence, for u € V(2;7), Jensen’s inequality yields

01// )2 X{la—yl<c} dy dz

<C/Q/QAmin{V(z,x),v(z,y)}(u(x) —u(2) +u(z) — u(y))? dzdy de

w Ul'—UZQZZC zZdx
S () =~ w0 ded

Corollary 5.8.
Let Q C R? be a bounded, nonempty domain and let v € K satisfy

0<v <7(y,x) forall 0<ry<|z—yl<r <oo.

Then, the nonlocal Poincaré inequality holds.

Proof.

For x € Q, we define A, = {y € R?: ry < ||[x—y| < r1} and for y, 2 € R, we set 5(y, 2) = xa.(¥)7o-
Then, we choose € > 0 such that

0< essinf AAyNAy) = essinf min{7(z,y),y(z,x)} dz,
m,yGQ,Hx—y||<E fE»yEQHx—QHQ‘? R4

holds and by Theorem we get

// )2dy dz < C// *(y, ) dy dz

<C [ [ @)= ul)s(e)dyde for u € V().

We define
Vo(Q;7) := {u € V(Q;7) such that u = 0 on R?\ Q}.
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Then, we have for all u € V(£2;+) that

//Rd )2y(y, z) dy da
_/ ()(/ o dy> d:v—i—// 2 (o) dy (5.1)

<00.

We say the nonlocal Friedrich’s inequality holds on V(£2; ) if there is a C' > 0 such that

/Qu2(x) dr < C/Q /Rd(u(a:) —u(y))?y(y,z)dydz  holds for all u € Vo(£2;7).

By (5.1]), we see that the Friedrich’s inequality holds on V(€2;) if we have

ess inf/ v(y,x)dy > 0.
@ Jr

xe
However, this assumption can be relaxed.

Theorem 5.9.
Let Q C R? be a nonempty, open, and bounded set and v € K such that, there is a measurable
Q C Q with

essinf | y(y,z)dy >0 and  essinf ~(y,z)>0.
zeQt JT (y,2)eQxQ

Then, the nonlocal Friedrich’s inequality holds. Hence, Vo(€2;y) is a Hilbert space with respect to

ol = [ [ (0@ = um)o@) —o@)ra)dyde  for uv € Vo(@i7),

Proof.

For the first part, let u € V(£2;). Then, we have

s inf [ty [y de < [ @) [ ) dyda
< /Q /F (u(z) — u(y))*y(y, 2) dy da
< [ [ @) = uw)*(w.a) dyas

A@) [ w?(a)da = [ /~<u<x> — u(y) + u(y))? dydz
// )2 + 2u2(y) dy da.

Therefore, the Friedrich’s inequality is satisfied. And if the Friedrich’s inequality is satisfied, then
there is a a > 0 and f < oo such that for all u € Vy(£2;7), we have

and

aHuHV(Q;'y) < <u,u>0 < BHUHV(Q,')/)

This means that (-, )¢ defines an inner product on Vo(€2;7). O
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Corollary 5.10.
Let Q C RY be nonempty, open, and bounded and s € (0,1). Then, the assumption for the
Friedrich’s inequality in Theorem is satisfied if we consider

1
Vs(z,y) = WXW\{O}(?J —x) forz,y€R
Proof.
For the proof we refer to Lemma A.1. in [24]. O
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Chapter 6

A Nonlocal Trace Theorem

In this section, we study the nonlocal trace space (for the local trace space, see Leoni [19, Chapter
18.]). In other words, we study the “restriction” of the elements of V(€;v) on I'. Like the elements
of the Sobolev space, the elements of V(£2; ) are in fact equivalence classes, so pointwise evaluations
of these elements are in general impractical. However, unlike the local case, the elements of V(£2; )
are defined a.e. on the nonlocal boundary I.

Most recently, nonlocal trace spaces for the fractional Laplacian kernel were introduced by Bersetche
and Borthagaray [7] as well as Dyda and Kassmann [22]. Furthermore, Tian and Du [30] studied
a nonlocal trace space for regional kernels by using density arguments. As in [7], [36] and [22], we
will prove the existence of a weighted Lebesgue space L2(T; w), for which

Tr: V(Q;v) = L2(I;w), v~ olp
is a continuous linear operator, i.e., there is a constant C' > 0 with
|’Tr(u)”L2(F;w) < C”uHV(Q,v) for all u € V(Q,’)/)

However, while the connection between the weighted Lebesgue space which we study and the one
introduced in [36] is clear, the connection between the nonlocal trace space of [7] and [22] and the
one we study remains an open question.

Also, we will find that the measurable weight function w: I' — [0, 00] only depends on v and
Q. Because we have Tr(u) = 0 for all u € V(9;7), we see that Tr is injective if and only if
Vo(2;v) = {0}. As in [I7], we present a characterization of the trace space for some example
kernels.

Note that by using Fubini’s Theorem, we see

/Q/p’Y(y’x)dydx_/F/Q’Y(y,x)dydx.

Therefore, T is a null set if and only if {z € Q: [ y(y,z)dy > 0} is a null set. Furthermore, if
Q={ze: /v(y,w)dy = oo}
r
holds, then we get Vo(€2;) = {0} by (5.1).

42



CHAPTER 6. A NONLOCAL TRACE THEOREM

Theorem 6.1.
Let Q C R be a bounded, nonempty, open, and v € K. For a.e. z € Q, we assume

/'y(z,x) dz < 0.
r

Furthermore, let c € [0, 00) satisfy ess glf Jr 7y, x) dy+c > 0 and define the function w: T' — (0, 00]
kS
by

1y, )
w(y) = dzx.
() /Q fr v(z,x)dz + ¢
Then, {y € T': w(y) = oo} is a null set and
Tr: V(Q;7) — LA(T;w), Tr(v) = v|p
s a continuous linear operator.
Proof.

By definition, we have w(y) > 0 and because [ w(y) dy < A(Q) holds, w is finite almost everywhere.
For u € V(€;7), Jensen’s inequality and Fubini’s Theorem yield

T2y = [ 200 0)
— [ [w) ~ )~ ule)P D sy

2 ol 1 2) .
<2/Qu (x)da:+2/ﬂ/Rd(u(a:) (y)) fry(z,x)dz+cdyd

<2ma; , 1 2 -
mex ) e et 1R
zEQ

O

Now, we want to characterize the trace space. By taking a closer look at the proof of Theorem
we see:

Theorem 6.2.
Let Q € R? be a bounded, nonempty, open, and v € K with ess SUP,cn fF v(y,x)dy < oco. Define
the function w: T' — (0, 00] by

w(y) = /Qv(y,fc) da.
Then, {y € T': w(y) = oo} is a null set,
Tr: V(Q;7) — L3(T;w), Tr(v) = v|r is a bounded, linear, and surjective operator,
and
Ext: L2(T;w) — V(Q;7), Ext(c) = exr is a bounded, injective, and linear operator.

Furthermore, for all ¢ € L2(T;w), we have Tr(Ext(c)) = c.
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Proof.

Because w € LY(T'), we see that {y € I': w(y) = oo} is a null set. For u € V(Q;), Fubini’s
Theorem and the Jensen’s inequality yield

T ()13 2 .00
= / u?(y)w(y) dy

- I
= [ [ute) ~ ) — u(e)*+(.0) dyts
QJT
<2esssup [ ) dy [ Payde+2 [ [ (@) = a0 dya

e

<2 max{ess sup/’y(yax) dyﬂ?f”“”%/(ﬁ;y)'
r

IS

Let ¢ € L?(T';w). Then, we have

| Ext(c)|[3 0z = (c()xr(®)?y(y, x) dy dz = [|c|lr2(rw)-
Q JR4

O]

Corollary 6.3.

Let the assumptions of either Theorem or Theorem be satisfied and set w: T' — (0, 00]
accordingly. Then, a measurable function g: I' = R satisfies the continuous functional condition if
ﬁ € L2(T) holds, in other words if we have

2 2
:/g (y)dy< o
2y Jrw(y)

K

Vw

Moreover, if we assume

ess inf w(y) > 0,
yel

then every g € L2(T') satisfies the continuous functional condition. In particular, if we have

0 < ess infw(y) < ess supw(y) < oo,
yer yel

then we obtain u|qur € L2(QUT) for all u € V(£2;7).

Proof.

By the Holder inequality, we have, for all u € V(£;~)

/Fg(y)u(y)dy < H\/QE

The rest is a direct consequence of the bounds of w and either Theorem or Theorem O

|Tr(u)”L2(F;w)'

|
L2(I)
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Recalling the characterization of the local trace space (see [19, Theorem 18.40]), we obtain:

Theorem 6.4.
Let Q C R be a bounded, nonempty, open subset, and v € K such that for a.e. x € Q, we have

/7(2,:13) dz < oo.
r

Furthermore, let ¢ € [0, 00) satisfy ess ian Jr 7y, z) dy+c > 0 and define the function w: T' — (0, c0]
xe
by

d
/frfyza: dzte

Finally, set W(I[';7) := {u: T' = R measurable with ||u|lwr) < oo} where

v(z, )
llfyie = [P@utan+ [ [ ) -u / PSS draya

Then:

(1) Tr: V(Q;v) — W(I'; ), Tr(v) = v|r is a linear operator such that there is a C > 0 with
ITr(u)lwrsm) < Cllullvigy for uwe V(7).

(ii) E: W(T;7) — L2(Q),
B0) = [ o)

1s a linear operator such that there is a C' > 0 with

1B+ [ [ (B)@) = o5)*1(00) dyde < Clllfisy
forve W(I'; 7).
(i1i) If there is a C > 0 with
[ [(E0)@ - B0 dyde < Ol forve W),
then Tr is surjective.

Proof.

Because [ w(y)dy < A(Q2) holds, w is finite almost everywhere. Now, let u € V(€;y). Then, we
have already shown in Theorem [6.1] that

1
2 _ 2 2
‘|Tr(u)HL2(F;w) - /I‘u (y)w(y) dy < 2max ess glffrfy(ywr) dy—l—C71 HU’HV(Q,'y)
re
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By using Jensen’s inequality and Fubini’s Theorem, we get

[ [ o) = ut /m” ©0) g ayas

[ s 2 e
<2/F/Q<u<y>—u< 2 f””dzdxdy

Jov(z,x)dz+ ¢

+ 2/ / (u(y) — u(x))Qly(z’ ?) Jp 1y, @) dy dzdz
rJQ

Jov(zx)dz+c

<A|ull3 ()

Now, let v € W(€;~). Then, the Holder inequality yields

1B = [ ( o) fﬂ'z(i’) (jz+cdy)2 da

dz dy.
/vy/fr'yzxdz+cmy

| [ Bw)@) = o) 1.2 aydo
R e RN
</Q/F2(/Fu( u(y fﬂ”(s m(iz_i_cds)ZV(y,x)dydx

.2 Ay(y, z) .
+/Q/r2 W ey dz v o W1

<2 [ [t - [ P ardsay

2 dzd
+/ /clfrfyza:dz—i—l) Ty

<2/ / (v(s) — v(y))? f:(W ’Z’)x’;(gé +) - dz dsdy

cYY,
dz dy.
/ /frfyzwdz—i—cxy

and

Corollary 6.5.
Let Q C R? be a bounded, nonempty, open subset, and v € K such that for a.e. x € Q, we have

/’y(z,x) dz < o0
r

46



CHAPTER 6. A NONLOCAL TRACE THEOREM

and such that there is a c € [0,00) with ess infyeq [ 7(2z,2)dz+¢ > 0,

(5.9))?
esie%lp/ / S x + k 8 y) X{k(s,)+k(s,y)>0} dS’Y(ya l‘) dy < oo,

(s,y
and ess sup / / (5.2) + k E y))) X{k(s,2)+k(s,y)>0} 48 7(y, ) dz < 00
)

(s, x)
Jo(z,x)dz+ ¢

)dx = d
wly) = / (y,2)dw = /fr’yz:rdz+c .

and set W(I';y) == {u : I' = R measurable with ||ullywr,y) < oo} where

Z, T
iy = [t an+ [ [ -uep [ PRI arayas

Then, Tr: V(2;v) — W(T';7), Tr(v) = v|r is a bounded, linear, and surjective operator.

where k(s,z) = for (s,z) € T' x Q. Define the function w: T' — (0, 00] by

Proof.

Due to Theorem it remains to show that there is a C' > 0 with

//www—mww2<>@m Cllollwir,
QJQ

First, we mention that k is nonnegative. Hence, we obtain for a.e. x,y € Q and a.e. s € I" that
k(s,z) + k(s,y) = 0 holds if and only if k(s,z) = k(s,y) = 0 is satisfied. Choose C' > 0 with

// (5,9)
€ss sup
eQ (s,x) —1—k: (s,y

and ess sup// (5,)
yeQ (s, +k5y

Let v € W(I';y). Then, we get by Holder’s inequality

(E(v)(z) - E(v)(y))?
(s, x) 7(s,9) ’
(/Fv Jr(zx)dz+c fr'y(z’y)dz+c) ds)
s,x)+ k(s
(/Fv \/ s fﬁi j: kE ;(k(s,w) — k(8 Y)) X {k(s,2) +k(s,5)>0} ds)

k(s,z) — k(s,y))2
2 k(t,x) + k(t dt/ ( + d
/rv 7 (t,9)) r k(s,x)+k(s,y) k(@) +h(s9)>0} 9

2

~—

C
X{k(s,2) +h(s)>0) ds (Y, 2) dy < =,

2

= —

C
X{k(s,2)+k(s,y)>0} ds Y (y, ¥) dz < 3

~—

2

N

47
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for a.e. z,y € Q. Therefore, we conclude

i / (B(0)(x) - E<v><y>>%<y,x> dy ds
. 5,9))> dsy(y, z) dy dz dt
X 1" S l’ + k‘ S y) X{k(s,x)+k(s,y)>0} AST Y, Yy
5,9
+/ / (t,y // (5.2) +I<: E y))) X{k(s,2)+k(s,y) >0} 457 (y, 7) dw dy dt
< dzd
C/r / fF'y z,T) dz+ P

<CYHIUHVV(F;v)

O

Corollary 6.6.
Let Q C R? be a bounded, convex, nonempty, open subset, and v € K such that for a.e. x € Q, we
have

/fy(z,m) dr < o0
r

and such that fE77;d is differentiable a.e. in Q for a.e.y € I'. Furthermore, let there be a

measurable function ¢: R? — [0, 00] and a constant k > 0 with y(y, z) < ko(y —x) for a.e. z,y € Q
and

/ min{1, ||z]|*}(2) dz < cc.
R4

Let ¢ € [0,00) satisfy ess glf Je vy, z)dy + ¢ > 0, define the function w: T — (0,00] by
S

dx

w(y) _/frfyzx dz+c

and set W(I';y) := {u : I' = R measurable with ||u|w,,) < oo} where

zZ,
HUH%V(FW) ::/FUQ(Z/)w(y)dy-i-/F/F(u( —u(z fr7 P ds—l—) dx dydz.

If there is a constant C' > 0 with

Y(y, ) Y(y,-) ,
S .€. Q e. T,
H <fp’Y dz—i—c)” C<fp’}’ dz+c a.e. in forae y €

then Tr: V(2;v) = W(T';7), Tr(v) = v|r is a bounded, linear, and surjective operator.

Proof.

For a.e. s € I" and a.e. x,y € ), we get

’}/(S,LE) o ’Y(Sv y)
ez a)dz+c [py(zy)dz+c

0 v(s, 2+ t(y — x))
- Ir , x) dt
/(071) Iz fr Y(z,x+tly —x))dz + ¢ y )
<C y(s,x +t(y — x)) Iy — ol .

01 Jrr(z x4ty —x))dz+c
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Let v € W(T';). By the Holder inequality, we estimate

/ / E(v)(y))*y(y, ) dy dz

s x—i—t(y )) )
< - .
C/ // o1 Jpr(zz+ty ))dz+c”y z||*y(y, z) dt dy dz ds

Because 2 is bounded, there is a R > 1 with ||z — y|| < R for all z,y € € and substitution yields

foraesel
V(s 2+ tly = v)) )
- ,x)dtdyd
///01)fp7zx+t ))dz+c||y z||*y(y, z) dt dy dz

<k
/frfyza dz+c//01

,a)
<kR min{1 )d da.
/ in{1, |lz]*}o (e Z/ fF7 z,a)dz+c¢ @

All in all, we conclude there is a « > 0 with

[ [ (B0)@) ~ B))P1(02) dyde < ol for all v e W),

R}gp( )dt dzda

O]

Remark 6.7.

The definition of w: I' — (0, 00] and W(L'; ) in Theorem can be generalized. Let € C Q be open
and let a measurable functions o € L®(Q) satisfy ess inf__& (Jpy(z2)dz + a(z)) > 0. Instead of
assuming that fr v(z,2) dz < oo holds for a.e. x € Q, we just assume that this inequality holds for

a.e.on Q. Then, our statements remain true if we define w: I' — (0, 00] by

d r
/frvz:cdz—}—oz() v forye

and if we set W(I';y) := {u : I' = R measurable with |[u|wr ) < oo} where

iy = [t dn+ [ [ ) - [ I dsdyas

Furthermore, we highlight that we assume Q C R to be bounded so that w is integrable on T, and
therefore, a.e. finite. Even if A(2) = oo holds, Theorem and Theorem remain valid if w is
finite a.e. on I'. This is for example the case if fQ Y(y, z) dz < oo holds for a.e. y € T.

Theorem 6.8.
Let Q C R be a bounded, nonempty, open subset, and v € K such that for a.e. x € Q, we have

/7(2,3:) dz < oo.
T

For a given ¢ € (0,00), define the function w: T' — (0, oo] by

dx.

/frvz x)dz +c¢

Furthermore, let Tg C T be measurable. Then, Tr|r,: V(€;v) — L2(To,w), u + ulp, is a bounded
linear operator and {u € V(Q;7) such that Tr|ryu = 0} is a closed subspace of V(§2; ) with respect

to ” ’ ||V(Q;’y)'

49



CHAPTER 6. A NONLOCAL TRACE THEOREM

Proof.

Because of Theorem we see that Tr|r, is a bounded and linear operator. Now, let (vy,)nen be a
sequence in {u € V(€;7): Tr|p,u = 0} converging to v € V(£2;y) with respect to || - [|y(q;y). Then

1Tl () 2o = 1Tl (0 = 0a) 2o < 0 = vallv@m = 0, for n— o

Therefore, v(y)w(y) = 0 holds for a.e.y € I'y and because w is positive on I'y C T', we get
Tr|p, (v) = 0. O
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Chapter 7

A Regional Problem

In this section, we consider the nonlocal Robin problem
Lu(z) = f(x) for z € Q,
{a(y)u(y)w(y) +(1—a()Nu(y) = gly)w(y)  foryeT,
for v € K. Recalling Definition and Theorem we define our weak solution as follows.

(RP)

Definition 7.1.
Let Q € R? be bounded, nonempty, and open and let v € K be symmetric with fr Y(z,y)dy < o0
for a.e.x € Q. Set

w: I' — [0, 00),

d
/fr'yzx dzte "

where the constant ¢ > 0 satisfies ess infyeq [ V(2,2) dz+¢ > 0. Furthermore, let a: T — [0,1] be
measurable and setT'y := {y € T': a(y) < 1}. Given measurable functions f: @ - R and g: I' — R,
a function u € {v € V(;7): v =g a.e. on '\ T'1} is called a weak solution to the nonlocal Robin

problem (RP)) if

gy o) wly) a(y) u(y) v(y) w(y)
/Qf(a:) d:U—I—/Fl 1—a dy—%(u,v)—l—/Fl I —aly) dy

holds for all v € {v € V(Q;7): v =0 a.e. onF\Fl}

Following the proof of Theorem we can easily obtain sufficient assumptions for the existence
of a weak solution. However, we want to present a different approach.

As first shown in [I] for the fractional Laplacian, it is possible to incorporate the following nonlocal
Robin boundary condition

1 —u
auly) + (1 —ay)) (/Q 1‘d+28 da:) /Q W dzr =0 foryeTl, (7.1)

[z =yl
into the nonlocal operator £ by rearranging (7.1 into

1 -1 u(x
u(y) = (1 —a(y)) (/QHCB—y||d+23d$> /Qﬂx—(y||)d+25dx fory €T,

o1



CHAPTER 7. A REGIONAL PROBLEM

and then inserting this representation into Lu. In this section, we follow along the same lines and
reformulate our nonlocal Robin problem (RP)). For simplicity, we consider problem (P)), i.e.,

Luw) = [ u@n(es) —unlna)dy = fa@) foraeq

R (P)
a(y)u(y) + (1 — a(y)) Nu(y) =g(y) foryeT,

to be our Robin problem. Note that boundary conditions on r \ I' are irrelevant in the evaluation

of Lu (see remark [4.10).

Theorem 7.2.
Let Q C R be an open, nonempty subset, and v € K with

H’}/(',:E)HLoo(f) + /fv(:v,y) dy < oo forae x €
and  [|v(-;y)llLe () —l—/Q’y(y,az) dz < oo forae yel.
Furthermore, let the measurable function u: R* — R satisfy
/Q\u(ac)\ dz < oo and /Q y lu(z)y(x,y) — u(y)y(y, z)|dy dz < co.
Let a: T — [0,1] be measurable and g € LY(T') be given such that for all y € T
a(y)uly) — (1 —a(y)) /Q w(@)y(@,y) — u(y)y(y,z) de = g(y) (RBC)
holds. Then, defining vo: 2 x Q — [0,00] by

Yoz, 2) = y(2\ 2) —i—/ . _(1a a(ﬁ)z( y)zliy_’i_ i(y) dy, (x,2) € QxQ,

we have for a.e. x € Q that
Luta) = [ ulo)le,) = )z dy
—/ u(z)va(x, 2) — u(2)Va(z, ) dz
Q

a(y)y(z,y)
e </f\r T udy /r (1= a(y) Jo vy, 2)d= + aly) dy>

B / 9(y)(y, )
r (1 —a)) Jov(y,v)dv + aly)

Proof.

First of all, by Fubini’s Theorem, v, is measurable and for a.e. x € 0, we see

1—a Ny (@, )7 (Y, 2) Jor(y, 2)dz
dydz < [ H—"—(z,y)dy < .
// o)) oA (5.0) o 1 o) e Ty o)do &Y

52



CHAPTER 7. A REGIONAL PROBLEM

S0 7, is finite a.e. on 2 x Q). Without loss of generality, we assume
y [u(@)y(z, y) — u(y)y(y, )| dy < oo
for all z € Q2. Now, let x € 2, and for y € [ set

1
L—a(y)) Jor(yv)dv+aly)’

cy) = (
Then, we have to show that

Lou(z) = /Q w(x)ya(z, 2) — u(2)va(z,x) dz

+ u(z) (/f\r v(z,y)dy + /F c(y)a(y)y(z,y) dy)
- / c(y)g(y) dy.
I
First, we observe
[ @) + )l w.a) da
<l [ u@lde+ lu) [ 2.0)de <o, foryer,
and by rearranging we therefore obtain for y € T’
() () + (1= a0) [ etz dz ) = ) (7.2)
Linearity of the integral yields
Lyu(x) =/ u(x)y(z,y) — u(y)y(y, z) dy + [u(w)v(m, y) — u(y)y(y, =) dy
Q r
— [ un o)~ uto)r w0 dy+ [ un o) - uo)r (5.0 dy
Q N
+ u(z) /f\F v(z,y) dy
and yields
[ @) — utwma) ay

For y € ', we have
1

e (a) - ((1 - aly) [ ulh(z0) dz) Ay, )

- ((1 - a) [ wlen e 0(:2) ~ o)) dz) T u@)al)y(e,y).
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CHAPTER 7. A REGIONAL PROBLEM

Therefore, our statement is valid if

/Ic Y(y, z)| dy,
[ (1—a ) [0 - uen o) az) dy

and/| v(x,y)| dy

are all finite. Because of @ > min{(1 — a(y)) [o7(y,v) dv, a(y)} for y € T, we get

/C(y)a(y)v(x,y) dy < /’y(x,y) dy < .
T I

And since [, [r % dydz = [ |g(y)|dy < oo holds, we obtain

/| ()| dy

\/c( )L —a(y)lg(y) I (y, =) dy+/@( Ja(y)lg(y) v (y, ) dy
T I

< [lswh(y, ) y+/|g V(v ) dy

fQ’Y(y dv
< 'fi(,y)‘; ay+ [ ol vl o)l
<.

Finally, we have for a.e. (y,2) € T x Q that

lu(z)y(z,y)v(y, 2) — u(2)v(z,9)7(y, z)|
= |u(@)y(2, Y)Y, 2) — u@)V (Y, 2)v(Y, 2) + u(y) (Y, )7 (Y, 2) — u(2)7(z,9)v(y, z)|
< lu(@)y(z, y) — wy)v(y, )| (Y, 2) + [w(y)v(y, 2) — w(z)v(z, )7 (y, )

and that

z

1

c(y)(1 —a(y)) < W

holds. Due to

/Q /Fc(w <(1 —ay)) /Q u(@)y (@, y)y(y, 2) — u(2)v(z )7 (y, 2)| dz> dy da
< [ [ lunte.s) - ulwhi(v.0)| dyda
<00,

we, without loss of generality, conclude

/F (y) ((1 ~a(y)) /Q (@) ()2 (s 2) — w2y (5 9) (3, 2)] dz) dy < oc.

Then, the rest follows then by Fubini’s Theorem. O
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CHAPTER 7. A REGIONAL PROBLEM

We now exploit the result of Theorem to reformulate the nonlocal Robin problem (RP)) into
the equivalent regional problem

Ly u(x) +va0(x)u(z) = f(z) + gr(z) forxz e (REG)

where for (z,z) € Q x Q, we set

— g(y)v(y,:v)
gr() = / 1—a(y) Jor(y,v)dv+ aly) dy,

(. 2 (1 - a(y))v(w,y)v(y,z)
el 2) =1 2) +/r (1— a(y)) (v, v)dv + aly)

)

- a(y)y(z,y) .
i usle) = [ Tty D raty W o 1

We note that the regional problem (REG) is of the form

Lou(z) + Mz)u(z) = flz) forz e,

where 1 € K vanishes identically outside 2 x € and both A\: @ — [0,00) and f:Q = R are
measurable. We recapitulate:

Definition 7.3. R
Let Q C R be an open, nonempty subset and v € K with T =T,

()l oy + /F (@, y)dy < oo forz € R
and  |7(9) e + /Q Z(y.a)de < oo fory el

Let f: Q= R and g: T' — R be given and for (z,z) € Q x Q, set

_ g(y)v(y,x)
gr() '_/ 1—a(y) Jor(y,v)dv+ aly )dy,

— (. 5 (1 —a(y)(z,y)(y, 2)
Tal 2=t /r (1= a(y)) Jor(y,v) dv + afy)

Y

B a(y)y(z,y)
and  Ya0(T) = /F (1—a(y)) fQ v(y,z) dz + a(y) d

Then, we call a measurable function u: 0 — R regional solution to the Robin problem if u is

a solution of (REG]).

We call a function uw € V(€;7,) weak regional solution to the Robin problem (]ED if u is a weak
solution (in the sense of Deﬁnition of the regional problem (REG].

In Remark and Theorem well-posedness results regarding problem (REG|) are given.
Furthermore, for the time-dependent case the regional solution has also been studied by Cortazar
et al. [4]. Because 74, is in general not an element of L?(2), we now study a slightly different test

function space.
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Theorem 7.4.

Let Q c R be an open, nonempty Subset )\ Q — [0,00) be a measurable function, and let v € K
be regional. Then, {v € V(Q fQ x)dx < oo} is a Hilbert space with respect to the inner
product

(, 0)1 = /Q u(@)o(@) (1 + A(z)) dz + /Q /Q (u() — u(y)) (v(x) — v()Y(y, z) dy da.

Proof.

We show that the norm induced by the inner product is complete. So let (uy)neny be a Cauchy
sequence in {v € V(7): [, v? x)dxr < oo}. Then, (uy)nen is Cauchy in V(€;), and by
Corollary converges to u € V(Q,fy) Wlth respect to [ - |ly(q;y). Without loss of generality, we
assume that Uy, converges a.e. in €2 to u. Therefore, the Lemma of Fatou yields

2 im i 2 su u? (z)\(z) dz < oo
/Qu (x))\(x)dx<hm1nf/gun(x))\(az)dx<b p/ s(@)A(z)dr <

n—o0

neNJQ
and  lim [ (u(z) — up(2))?A(2z) dz < lim lim inf/ (U () — up (2))?A(z) dz = 0.
All in all, we get that {v € V(2 fQ x)dz < oo} is a Hilbert space with respect to the

inner product

(1, 0)1 = /Q u(@)o(@) (1 + M) dz + /Q /Q (u(x) — () (v(z) — v(y))y(y ) dy da

for u,v € {v € V(%7): [ v? z)dr < oco}. O

Finally, we compare our new test function space with V(£;~).

Theorem 7.5.
Let Q C R? be an open, nonempty subset, and v € K satisfy I' =T,

() ey + /F (@, y)dy < oo forz e Q
and (- 9) (e + /Q () de < oo fory €T

Furthermore, let a: I' — [0, 1] be measurable and set

Vioa(@7) = {0 € V(2 70): /Q V(@) ym () dr < 0o}

where

. ._ (1 —a()v(z,y)v(y, 2)
Ya: QX Q= [0,00), Yalx, 2) :=v(x, 2) +/F = aly) Jo(y,v) v+ ay) dy

)
a(y)y(z,y) dy

) Jo1(y,2) dz + aly)

d Yoq: ,00), Yo =
and ua: QO — [0,00), Yo () /p(l—a

Then, the following assertions hold.
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(1) We have v1 =y in Q x Q and v, = 0 in Q.

(11) Vi—a(€;7) is a Hilbert space with respect to the inner product
(0, o0 1= [ wle)o(@)(1 (@) da
+ [ [ (@) = u)0(@) = o)) dy

(115) Vo(Q;7) and {v € V(;7v): Tr(v) = 0} are isomorphic, that is, there exists a bijective and
bounded operator E: Vo(Q;7v) — {v € V(Q;7v): Tr(v) = 0} with

(U, V)vo(Qiy) = (B, Bv)y(asy),  for u,v € Vo(;7).

(iv) There is a constant C' > 0 such that for any u € V1(Q;7y), there exists u € V(Q;y) withu =u
n Q and
ullv o) < Cllullv, @)

(v) There is a constant C' > 0 such that for any u € V(£;7), we have u|q € V1(2;7v) and

[ulellv, @iy < Cllullviasn)-

Proof.
While (i) follows by definition, we obtain (i) as a consequence of Theorem [7.4]

In order to show (iii), we define the zero extension operator outside €2 by

u(z) forz e Q,

E:Vo(€7) = {v € V(%7): Tr(v) = 0}, Eu(z) = {0 for z € T.

Then, F is a bijective operator with
(u, V)vo ()
= [ w@p@)+ ) e+ | / (u(z) — u(y))(v(x) ~ v(y)) (v 2) dy da

/Eu VEvu(z daH—// (Eu(z) — Eu(y))(Ev(x) — Ev(y))y(y, x) dy dz
Eu EU)V(Q )

for all u,v € Vo(£2;). This implies (7i7) and we now proceed by showing (iv). For u € V1(Q;7),
we define

for x € €,
/ dz for x € T
fsﬂ
Because for a.e. x € I', we obtain
[u(2)|y(z, x) (2)(2, d [ullLz@)llv (s @) [lLee )
z < ,
ny v, x) dv fﬂ'y v, ) Jov(v,z)dv
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the extension @ is well defined. By Holder’s inequality and Fubini’s Theorem, we see that

| i) =) .2 ay s
://(u(a:)— Wdz>27(y,x)dydx
ST —
</Q/Q(u(x)—u( Wd dz dz
holds and, therefore, also
13 gy = / dx+//Rd (@) — () 21y, z) dy da
< [w@des [ [ () = utw)P0a) dydo = Julf o
For v € V(;7), we have by Jensen’s inequality
| )= v2)? Wd dzdo
/// y) +u(y) — v(z))QWd dzdx

< /Q / (v(z) — v(y))P1(y, 2) dy da

such that, [v]lv,(2) < 2lollvia) =
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Chapter 8

Nonlocal Energy-based Coupling

This section aims to study the (energy-based) coupling of n € N nonlocal problems by following
the approach of Capodaglio et al. [I0]. However, we first show that the weak solution of Problem
(NP]) solves a minimization problem.

For a bounded, nonempty and open set Q@ C R% A € V(;7)*, and a symmetric v € K find a
u € V(£;7) such that

E(u; Q,7,A) < E(v;Q;7,A)

holds for all v € V(€;7) where £(-;Q,v,A): V(©;v) — R is the nonlocal energy of the system
given by

E(v; Dy, A) = %‘Bw(v,v) — A(v).

The following theorem connects this minimization problem to problem (NP)).

Theorem 8.1.
Let Q C R? be a bounded, nonempty, and open subset, and v € K be symmetric. Moreover, let
feL?(), and g: T — R and assume that a bounded linear operator A: V(Q;v) — R is given by

A(v) = /Q F(yo() dz + / g(y)o(y)dy  forve V(Qn).

Then, a function in V(2;) is a weak solution of the problem (NP)) if and if only it is a stationary
point of E(+;Q, v, A)

Furthermore, every stationary point of E(-;v,A) minimizes E(-;Q,v,A) and every minimizer of
E(:Q,7,A) is a stationary point of E(-;Q, 7, A).
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Proof.

Let u,v € V(€;7) be given arbitrarily. We have

E(u—v; v, A) = % (B, (u,u) — 2B, (u,v) + B, (v,v)) = Alu —v)

1
E(u; Qs v, A) + 5‘37(7),1)) + A(v) — B4 (u,v)
2 E(u; 7, A) + A(v) — By (u,v).

The Gateaux derivative of £(-; 2,7, A) at u in the direction v is given by

1
d(EC; Ry, M) (w5 v) = lim = (E(u — t; 2,7, A) = E(u; 2,7, 7))
—
= %E)I(l) tB,(v,v) + A(v) — By (u,v)
= A(v) — B, (u,v).
By comparing ¢ | 0 and ¢ 1 0 in d(E(+; 82,7y, A)), we see that every minimizer of £(-; 2,7y, A) is a
stationary point. Recalling that u € V(€Q;~) is a weak solution if we have

B (u,v) = /Qf(x)v(a:) dor + /Fg(y)v(y) dy for all v € V(€;7),

we obtain our statement. ]

Instead of decomposing £(-;y, A) into an equivalent energy functional of coupled systems, we will
consider the energy functional of coupled systems and reformulate it into a joint problem.

For the remainder of this section, let n € N be given arbitrarily. For all i = 1,...,n, let ; C R¢
be bounded, nonempty, and open sets and let v; € K be symmetric in ; x ;. Fori=1,... n,
define the nonlocal boundary of €2; with respect to v; as

Iy = {y e R\ Q;: /.%(y,m)dx>0}

k3

and set . .
QZZUQZ', F::UFZ‘\Q and fi::FiﬂQ.
i=1 i=1
Further, set, fori =1,...,n,
Liuto)i= [ (ule) = u(w)i(v,) dy for = € O,
Rd
and Nu(y) i= [ (uly) = u(@) () da for y € T,
Q;

Then, we consider the following coupled nonlocal problem

n

3 (oo + War) =7 on
i((MU)Xn) =g onl.

=1
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If we set

n

Yy, x) = Z (i (Y @) xmaxq, (U @) + %2, y)Xq, 7, (W, ) for (y,2) € R? x RY,
i=1
then for z € ), we obtain

Lyu(x)
_ /R (u(@) — u(y))y(y, ) dy

=/ (u(z) — u(y)) (Z%(%@xw(@) dy+/ (u(z) — u(y)) (Z%(:v,y)xgixfi(y, w)) dy
Re i=1 RY

=1

=3 (o) st o)) 3 ( f o) =it i, o))

and for y € I', we get

Noyu(y) = /Q (u(y) — (@) (y, ) de

Z/Q(U(y) — u(z)) (Z(%(y,x)mdmi(y,@) dx

=1

—Z ([ @)~ a0 @) ) e,
ZZ(MU(y))Xr (v)
=1

Hence, problem can be reformulated into

Lu =f on{,
Nu =g onT,

Remark 8.2.
We now briefly interpret Problem in the case of n =2, i.e.,

Liu(x) + Nou(z)xr,(x) = f(x), forz e
Lou(x) + Mu(z)xr, (x) = f(x), forze
Muly) =0,  forye \(LULY),
Nau(y) =0 forye o\ (U ),
Mu(y) + Nau(y) =0 forye N
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Coupled problem

In the coupled system, not only the diffusion Liu is relevant in Q1 but also the flux from Qo to
Q1 with respect to v2, meaning that Naou is potentially of significance in 1. Roughly said, for
T € fg C Q1, the total diffusion in x is the diffusion with respect to v1 in = added with the
nonlocal flux potentially coming from o to x according to v, so the total diffusion is given by
Liu(z) + Now(z)xr,(x). In the same manner, we have to consider the total diffusion in Qs.
Finally, T are the points outside of 2, where we only have to consider the flux from €.

Lemma 8.3.
Letn € N. Foralli=1,...,n let Q; C R? be bounded, nonempty, and open and let v; € IC be
symmetric in Q; x Q;. Set Q@ =JI, Qi and for (y,z) € R? x R?, define

Yy, 2) =Y (WY, 2)xrixo, U, ) + %2, )Xq, 5, ¥ 7))

=1
Further, set
B0 =g [ ) w0 0) ~ o)ty )y
+f / ()~ () (0(2) = (), ) dy
fori=1,...,n and u,v € V(Q4;7;). Then, the norms || - ||y (o) and i Il v,y are equivalent

=1
in V(7). Furthermore, we obtain

B(u,v) = ;/Q/Q(u(w) —u(y))(v(z) — v(y)Y(y, z) dy da
+ /Q /F(U($) —u(y))(v(z) —v(y))y(y, z) dy dx
= Z Bi(u,v)
i=1

for all u,v € V(;7).
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Proof.

For all i =1,...,n, the definition of I'; and fz yield

//F\Q z) —u(y))*yi(y, © dydx—/ /Rd\ﬂ w() i (y, 7) dy dz
// ))*7i(y, x) dy da

// ) — u(y) iy, © dydx—i—// N2y, x) dy da
// )iy, ) dy dz

holds. Then, we can conclude by Fubini’s Theorem, , and (| . ) that

Z% (u,u)

/ / ))*7i(y, x) dy da

/ RO
// )Vi(y, ) o dy
o) ) . ) dy )
:Z // N2yi(y, z) dy da

/ / ))*7i(y, ) dx dy
/ / )*i(y, @) dy dz)
_2/9/9(“(93) —u(y))*y(z,y) dy dz
" /Q /F(“(f"’) —u(y))*y(z,y) dy do

n n
holds for all € V(£2;7). Because of 3 ullizio,) < llulliz) < X2 llullre(q,) and (3.2), we see that
i=1 i=1

(8.1)

and

our statement is valid. O

Therefore, for a given A € V(;v)* we want to show there exist a function u € V(£;+) such that

n n

& (s T (€2 7), A) < E(v; T] (9, 7), A) holds for all v € V(;7) (E)
=1 =1
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where the nonlocal energy of the coupled system £(-; [T;; (€,7i), A): V(;9) — R is given by

n

g(UH( za'Yz Z% v, v )

=1
%,_/
=B(v,v)

As mentioned before, coupled nonlocal problems are also studied by Capodaglio et al. [10]. Fur-

thermore, Glusa et al. [I4] also analyze coupled nonlocal problems. While, both of them derive the
same nonlocal energy of the coupled system

wes [ [ uly) = ule) (o) dyde - AGw)
QU JQUQ,

Qr = {y e R%\ Q such that y(y, z) # 0 for some = € Q},

where

their strong formulations are different. Given constants d1, 2, C1,1,C2,1,C1,2,C22 > 0 the strong
formulation in [I0] is given by

2[ (o) - sl a)dy + [ (ule) - uw)alo)dy = fo) fora e
Ul Qo

2 [ (u(@) — u(y))raly.z) dy + / (u(x) — u()TETw ) dy = f(z) forz ey,
Qo 951

u(y) =0 for y € T,
where Q1, Qs C R are disjoint, open sets,

e ={ze R\ (QUQ): 1€nf |z —s|| < 0},

and for y, z € R%, we have

1Y, 2) 1= C11XB,, () (Y)Xuure (¥)XQuure (2)
M2y, x) = C1 :2XBs, (z) ) (¥)xa2 (¥)xaiure (),
Y2,1(Y; @) := C2,1XBy, () (Y) X0 e (¥) X0 (%),
V2,2(Y; ) := Co2XBy, (2) (¥) X0 (¥) X0 (7),

(y, z)

=712y, 2) + 72,1y, 2),
Y21y, z) :=y21(y,x) + 11.2(y, x).

Note that v; 1 represents the interaction between 2,UI'c with Q;UI'c, 1 2 represents the interaction
between 2;UI'c with €22, 42 1 represents the interaction between 25 with ;UI'c, and 72 2 represents
the interaction between 9 with Q.

Let now 41,02 > 0 with d; < d2 be given. Then, the strong formulation in [14] is given by
(2] (o)~ unla)dy = @) Torw e,
2/:1 (u(@) — u(y)r2(y,x)dy = f(z) forz € Qy,
u(y) =0 fory eT,
(F(w)(y) =g(y) foryeTa,
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where 1, Qs C R? are disjoint, open sets, and 1, v2,7{,7vJ € K such that for y, x € R?
Vi(ya JJ) = '71'(1/7 x)XB(;i(y—x) and PYzJ(yv [E) - PYZJ (y7 x)XBgi(y—x)
holds for ¢ = 1,2. Further, we have
I =T Ul U0

where Qf 1= {y € Q2 \ T'1: |jy — z|| < &2 for some x € Iy}, And the interface-flux operator F is
given by

(F(u)(y)
2[5, (u(y) — w(@)) (3 (y, x) — 72(y, x)) dz for y € Ty
=192 fo (uly) — u@)ng (y,2) de + 2 5, (u(y) — u(@) (] (y,2) = n(y,z)) dz fory €T
2 5, (w(@)u(y) (3 (y, ) — 72(y, 2)) dy for y € Q.

In our case, by following the proof of Theorem [B.1] we see that for a given A € V(£;v)*, every
minimizer u € V(Q;7) of E(; 17, (Q,7:), A) satisfies

B(u,v) = A(v) for all v e V(Q;).

Conversely, every function u € V(§;7) solving B(u,v) = A(v) for all v € V(£2;+) is a minimizer of
E(C TTima (7)), A).

Assuming that the nonlocal integration by parts formula is applicable for the minimizer u € V(; )
of £(+ 11—, (i, 7),A) on each B;, we get

/ Liu(z dx+//\f y) dy = B;(u,v) for all v € V(2;7).
Let A € V(;7)* be of the form

L/f dm+1:()wﬁwﬁﬂv€V@m0

where f € L2(Q2) and g € LY(T"). Then, we obtain that

2 ( | @) de s [ Natwyoty) dy)
/f 2)da+ [ gw)oty) dy

for all v € V(Q;7). By this equation, we see that the strong formulation of the minimization
principle is given by problem . Furthermore, following the proof of Theorem we obtain

that if
/f(w)der/g(y)dy:O
Q T

is valid and if the nonlocal Poincaré inequality holds on V(£2;+), then there exists an up to an
additive constant unique function u € V(£2;+) solving

B(u,v) =A(v) forall ve V(Q;7).

However, if the nonlocal Poincaré inequality holds on V(€2;;~;) for all ¢ = 1,...,n, then we obtain
the following result.
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Theorem 8.4.

Let n € N be given arbitrarily. For alli = 1,...,n let Q; C R% be bounded, nonempty and open
and let v; € K be symmetric in Q; x Q;. Set @ = JI_,; Q; and for (y,z) € R? x R? define

n

= (Y 2)Xmaxe, (¥ ) + 7@ 9)Xq, F, (0, 7)).
=1

We assume that (£2;)ieni<n are pairwise disjoint and that

Z/ /%(y,:v)dydrv<oo
i—=1 Y2 I

/Qi f(w) do =

holds. If f € L%(Q) satisfies

fori=1,...,n and if the Poincaré inequality holds on V(S;;~;) for each i =1,...,

is a u € V(;7) solving
UU—ZUQXQ /f x)dx  for allv € V(Q;7)
where vo, = 3y fQ z)dz fori=1,.

Proof.

We recall that for all u,v € V(§2;v) we have

B =3 (5 [, [, 06— u)ew oo

i /Q / (u(x) — uly)) (v(x) — v(y))(y, 2) dy dx> |

For any sequence (a;);en in R, we get

n

Z a; XQ;

i=1

< sup CL?)\(Q) < 00
]:17---7771

L2(0)

and

n

Zalmz,Zazm <n_sup afZ/ / 2i(y, ) dy dz < oc.

=L..,n i=1 T FZ

Therefore, we introduce the space

~

V(Qy) = {5 e V(Qv): / s(z)dx =0 for all i = 1,...,n}.
Q;

n, then there
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Due to the Poincaré inequality, we see that 17((2;7) is a Hilbert space with respect to the inner
product 8. Consider the linear functional

~

A(v)z/gf(x)v(x)dx on V(;7).

Because of the Cauchy—Schwarz inequality, A is bounded and, therefore, the Riesz representation
theorem gives us a unique u € V' (€2; ) such that

A(v) = B(u,v) forall v e V(Q;7).

For all v € V(€;~), we conclude

A(U) = A(U - ZUQiXQi) = %(’LL, U= ZUQ¢XQi)‘
1=1 i=1
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Chapter 9

Optimal Control Governed By Nonlocal
Equations

In this section, we consider an optimal control problem governed by problem (NP)). The case that
the state equation is given by a PDE is discussed, for example, by Lions [20] or Troltzsch [35]. We
follow the approaches of Lions [20] and Troltzsch [35] in order to study the minimization problem

. 1 1 a g
min J(f, g,u) := §||U - Z||i2(go) + §||U - Z||i2(r0;w) + §\|f||i2(9) + EHQH%Q(F;w)a

subject to the state equation

Lu+ Tu = on {2,
! c
Nu+Tuw =gw onTl,
and the pointwise constraints
<f<f onf,
AN (C2)
gsg<g onl,

under the assumptions

e ) is an open subset of the bounded and open set Q C R,
e v € K is a symmetric kernel such that the nonlocal Poincaré inequality holds on V(€;~),

e [’y is an open subset of the nonlocal boundary I,

fp Y(y,z)dy < oo holds for a.e.z € Q,

e o, 3 > 0 are constant,

z € L2(Qo UTo; xa, +wxr,) and 7 € L®(QUT) with 7 > 0 are given,

° L?: Q2 — RU{—00,00} with iX{—oo<[} € L2(Q) and ?X{?<oo} € L2(Q) satisfy f <

1,
9,9: T — RU{—00, 00}with gx{_oocgy € L*(I;w) and gx (<00} € L*(I;w) satisfy g < 7.

68



CHAPTER 9. OPTIMAL CONTROL GOVERNED BY NONLOCAL EQUATIONS

Recall that w: I' — (0, 00] is defined by w(y) = [, fT()izM dz for y € I' where ¢ > 0 is chosen
r?

such that ess infyco [ v(y,z)dy +¢>0 holds Then,
Tr: V(Q;9) — L2Tw), v op

is a continuous linear operator according to Theorem Further, we want to highlight that the
kernel v € K satisfies

(i) ~y is symmetric
(ii) the nonlocal Poincaré inequality holds on V(€2;7),

(iii) Jp(y,2)dy < oo holds for a.e.x € €.

Assumption (#i7) is required in order to invoke Theorem Moreover, assumptions (i) and (i)
are necessary for an existence result. In particular, we assume v € K to be symmetric so that we
obtain B = B. Let

K :=K(Q) c K,

denote the set of kernels satisfying all of these three assumptions.

In our objective function

1 1 « 15}
J(f,g,u) = iHU - ZH%?(QO) + 5““ - 2”%2@0@) + §Hin2(Q) + §||9||1%2(r;w)7

z represents the desired function, u is the state associated with the control function (f,g). The
relation between the state u and the control function (f,g) is given by (CI) and f, f,g,g define
the sets of admissible controls. By following [35], we study this optimal control problem.

We begin with an investigation of (C1)). First, we remark that (C1) must be satisfied in the weak
variational sense, i.e., the state u € V(£2; ) must solve

A(u, v) :=B(u, v)+/ 7(@)u(z)v(z) de+/T(y)U(y)v(y)w(y) dy

r

/f dx+/9(y)v(y)w(y) dy

for all v € V(£2; ). In the case that 7 = 0 a.e.on QUT, the controls must satisfy the compatibility
condition

[ ran@ar+ [ swrmuma-o.

In the case that ||7||r@ur) > 0 holds, we require a generalization of the nonlocal Poincaré in-
equality and nonlocal Friedrich’s inequality in order to get an existence result for a state satisfying

1.

Lemma 9.1.
Let Q C R be a bounded, open, and nonempty set and let v € IC. Then, the following statements
are equivalent.

(i) The nonlocal Poincaré inequality holds.
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(ii) For any measurable subset E C Q with \(E) > 0, there exists a constant Cr > 0 such that
for allv € V(;7), we get

[ol2(0) < Cr (%(v,v) - ( [ v@) dx)> .

Proof.

Let v € V(Q' ) and let E C Q be measurable with A(E) > 0. Then, we have

||’UHL2

/ / T u(y)?dyda
<2 [ [ ()~ ol ayds + 20 ( [ )

=2B,.o(v,v) + j\\gg (/ / — 20(y)v(x) + v () + 2v(y)v(x) dyda;)

< (2 T igg;) (%XQXQ(U,U) + </Ev(a:) dz>2> .

Consequently, the equivalence follows by Lemma O

Lemma 9.2.

Let Q C R? be a bounded, open, and nonempty set and let v € K satisfy [v(y,x)dx < oo for

aex € Q. Setw:T — (0,00], w fghzyimx()imdx for y € T' where ¢ > 0 is chosen

such that ess inf,cq fF v(y,x)dy + ¢ > O holds. If the nonlocal Poincaré inequality holds, then for
every measurable subset E C T with A(E) > 0, there exists a constant Cg > 0 such that for all

v e V(Q;v), we get
2
[vlE2i) < Cr (’B(Ua?}) + </E v(y)w(y) dy> ) ~

Proof.

Let v € V(2;) and E C I' be measurable with A(E) > 0. Then, we have

)dy = : dydz < A(Q
/ y= //frfyszdsqLcyz (©)
and, therefore,

2 Y,
/Ew(y)dy||v|L2 ///v x) fFVS . ds—i—cddedx
<4// 2dzdx
7(y, 2)
AN dyd
! // fﬂ(s,Z)dSJrc e

+4>\(Q/E (y)w(y) dy.
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The last term is estimated by

* </ / ”“’“Mydtﬂ( / U(t)w(t)dt>2>.
/E/E<“<y> —v(t)*w(y)w(t) dy dt

- /E /E /n /Q(v(y) - v(t))zfr v(zfi’)id)s +efr ’Y(Z,(Z)xd)ls o drdzdyde
g4/1@ /E /Q /Q(v(y) - U(Z))er V(Z’fg:)?s +efp 7(’;,(2)25 o drdzdydt
R e e e IS
+4//// vi@) —olt fp782d8+cfrfyz(ix(is+ dadzdydt
g/ / ey fm(zfi’) et Ly

+4// 2dzdz.

By the nonlocal Poincaré inequality, there is a constant C' > 0 independent of v with

/ / ?dzdr < CB(v,v)

and, by the properties of the constant ¢, we see

We conclude

2 W 2) B 1 .
/Q/E(D(Z) W) Jr(s,2) d5+0dyd S o infoeq [r (s, 7) d8+c%< 0)-

Therefore, there exists a constant Cg with

2
HvHig(Q) < Cg (%(v,v) + (/Ev(y)w(y) dy) > for all v € V(€;7).

With Lemma [9.1] and Lemma we obtain a new existence results.
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Theorem 9.3.

Let Q C R? be a bounded, nonempty, and open subset and v € K. Furthermore, assume that the
nonnegative function T € L®(Q UT) satisfies A\({z € QUT: 7(z) > 0}) > 0. Then, for any
(f,9) € L2(Q) x L2(T;w) the problem

Lu+Tu =f onQ,
Nu+Tuw =gw onT,

has a unique weak solution, i.e., there is a unique u € V(£2;7) such that
B (u,v) + / T(@)u(z)v(z) dz + / T(y)u(y)v(y)w(y) dy
Q r
= [ fap@ s+ [ g a
Q T

holds for all v € V(§;7).

Proof.

We show that V(2;+) is a Hilbert space with respect to

A(u,v) := B(u,v) +/

7(z)u(z)v(r)de + / T(W)u(y)v(y)w(y)dy  for u,v € V(Q;7).
Q

r

By definition, 2 is a semi-inner-product and the Hoélder inequality yields
120, 0)] < (14 [l lallviam [0l for all u,o € V(Q:7).
By continuity, there is a 6 > 0 with A({z € QUT: 7(x) > §}) > 0. Set
E:={zxecQ:7(x) >} and F:={yel:7(y) >}

Then, Lemma [9.1] and Lemma [9.2] provide the existence of a constant C' > 0 such that for all
v € V(£;7), we have

/\(E)HUH%/(Qn) <C (SB(U,U) + (/E v(x) dx>2>

/Ew(y) dyllvl sy < C (i%(v,v) + </Fv(y)w(y) dy>2> :

Furthermore, A(E) + A(F) = A{z € QUT: 7(x) > }) > 0 holds and for all v € V(£;7), the
Holder inequality yields

</EU($)d:c>2 < )\(f)/EévQ(x) dr < A((SE)/QT(x)v2(x)dx

2
([ewetrar) <22 [atumar< X2 [

and

and
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All in all, we have shown there are constants c¢i,co > 0 with
cillvllviaqy) < A, v) < cllvflvie,y forall v € V(§;79).

Hence, V(€;~) is a Hilbert space with respect to 2. Furthermore, by the Holder inequality and
Theorem there is a C' > 0 with

/ f(@yo(z) dz + / g(w)v(y)uly) dy
Q T

<C([flle) + llgllLzw)llvliviesy) — for all v e V(7).

Then, the Riesz representation theorem gives us the existence of a unique solution in V(€;v). O

We obtain that V(;+) is the appropriate state space for our minimization problem. We first study
the case where 7 € L*°(Q UT) is nonnegative with A({z € QUTI": 7(z) > 0}) > 0.

Definition 9.4. B
Let Q C R? be a bounded, nonempty, and open subset, v € K, and let T € L (QUT) be nonnegative.
Furthermore, consider the state equation (C1)), i.e.,
Lu+Tu =f on 2,
Nu+Tuw =gw onT.

Let
G: L*(Q) x L3(T;w) — V(Q;7)

be a bounded linear operator such that for every given (f,g) € L2(2) x L2(T';w), we have

AG(f,9),v) = / f(x)v(z)de + / gvy)w(y)dy  for allv e V(7).
Q r
Then, we call G control-to-state operator and we define the bounded linear operator
S: L2(Q) x LA(T;w) — L3(Q) x L2(I'; w)
by
S(f.9) = (Si(f,9):S2(f.9)) = (G(f,9)la. G(f,9)Ir) for (f.g) € L*() x L*(T; w).

Because J: L2(Q) x L}(T;w) — L2(QUT;xq + wxr), (u,v) = uxq + vxr is an (isometric)
isomorphism, we identify the elements of L2(Q) x L?(I'; w) with their corresponding functions in
L2(QUT; xq +wxr). By this identification, we now study the adjoint operator of S.

Lemma 9.5. B
Let Q € R be a bounded, nonempty, and open subset, v € K, and let 7 € L>°(QUT) be nonnegative
with A({x € QUT: 7(x) > 0}) > 0. Then, the control-to-state operator

G: L3(Q) x L2(I'; w) — V(Q;9)

exists and is unique. Furthermore, the unique operator S: L2(Q) x L2(T;w) — L2(Q2) x L2(T';w)
given by

S(f.9) = (Si1(f,9):S2(f.9)) = (G(f, 9)la. G(f,9)Ir) for (f.g) € L*() x L*(I';w)
is self-adjoint, i.e., for all (f,g),(s,t) € L?() x L3(T;w), we have
(5,S1(f, 9))2) + (& S2(fs 92wy = (S1(5:1), frz) + (S2(5,1), 9) L2 () -
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Proof.
The existence and uniqueness of G follows by Theorem
Moreover, for all (f,g), (s,t) € L?(2) x L2(I'; w), we obtain
(5,810, iz + (b Sa(f, ) Ly = AG 9), G5, 1) = (S1(5.8), Frey + (S2(5:0), 9) 12 (P
O
Because the set of admissible controls C,4 depends on the state equation , it is determined by
7. If 7 satisfies A({z € QUT: 7(x) > 0}) > 0, then the admissible set C,q4 is given by
{(f,9) € L) x L3(I'; w): f<f<faeomQandg<g<g ae onl}
and our optimal control problem reduces to the quadratic optimization problem

min  J(f,9) = J(f,9.G(f,9)) (Q1)

(f7g)ecad

For (f,g) € Cqq, we have

1 1 Q@ I3
J(f.9) = SlS1(f.9) = 2Nt + 5 I152(f.9) = 2l E2rom + §||f||i2(§z) + §H9Hi2(r;w)-
To sum it up, we want to find an optimal control (fopt, gopt) € Caq such that

j(fopt’gopt) g j(fvg) hOIdS fOI“ all (f7g) € Cad-

An existence result is derived by applying the following well-known result.

Theorem 9.6.
Let (B, ||-||B) be a reflexive Banach space and let C C B be a closed, convex, and nonempty subset.
Let F: C — RUoo be a convex function such that

(i) F# oo,
(ii) for every T € R the set {c € C: F(c) < 7} is closed,

(i) Timoecjo]proe F(€) = 0.
Then, there exists a copt € A with F(copt) = mineec F(c),

Proof.

The proof can be found in |16, Corollary 3.23.]. O

Therefore, we obtain an existence result.

Theorem 9.7.
Let
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Qo be an open subset of the bounded and open set @ C R?,

o 7€K,

Iy be an open subset of the nonlocal boundary T,

e «, (8 >0 be constants,

z € L?(Q0 U Lo; xq + wXT,),

7€ L®(QUT) withT >0 and A({z € QUT: 7(x) > 0}) > 0 be given,

i,?: Q= RU{—00,00} with iX{—oo<i} € L2(Q) and ?X{?@O} € L2(Q) satisfy f <

f
9,9: I' = R U {—o00, co}with IX{-co<g} € L2(T;w) and X {g<oo} € L2(T;w) satisfy g<g.
Then, the following assertions are valid.

(1) If Coq is bounded, then there exists a solution to the minimization problem (Q1)).
(i1) If afB > 0 holds, then there exists a unique solution to the minimization problem (Q1)).

(iii) Furthermore, (fopt, Gopt) € Caa is a solution to the minimization problem (Q1|) if and only if
(fopts Gopt) € Caa solves the variational inequality

(S1(fopts Gopt) — 2, S1(f = fopts @ — Gopt))1.2(00) + W fopts [ — fopt)r2(0)
><82(f0pt790pt) - 2782(f0pt — [ Gopt — g)>L2(F0;w) + 5<90pt790pt - 9>L2(F;w)

for all (f,g) € Caq-

Proof.

By definition, the set C,q is closed, convex, and nonempty. Therefore, Theorem gives us the
existence of a solution if C,,4 is bounded.

If af > 0 then fix a (s,t) € C,q and consider
2
o A2 2 2
C = {(£.9) € ot I ) + I91Boqrs) < 77501

Since J(f,9) = %min{aaﬁ}(\lf\liz(g) + ||9||1%2(r;w)) holds for (f,g) € Caq, we obtain

min J(f,9) = min J(f,g).
(f’g)ecad (f g) (f,g)EC <f g)

Then, the existence of a unique optimal control follows by Theorem and the fact that J is
strictly convex if a8 > 0.

We recall C,y and J is convex. Therefore, if x € C,y is optimal, we obtain

hi%%(j(l’—{—T(y —xz))—J(x)) =20 forallye Cgy.
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Conversely, for all z,y € C,q, we have

1
lim = (z+7(y —x)) = J(x) < T(y) — T (2).
=0T
Hence, x € C,q is optimal if and only if
lim 1(‘7(317 +7(y—2x))—T(x)) =20 forallye Cuy.

T—=0 T

Since, the polarization identity yields

7—0 T
:<81(f7 g) - Z781<8 - f?t - g)>L2(QO) + <82<f7g) - 2782(5 - fut - g)>L2(F0;w)
+a(f,s — flre + B9t — 9r2mw)

for all (f,g),(s,t) € Cuq, we conclude our assertion. O
Corollary 9.8.
Let

o Qg be an open subset of the bounded and open set @ C RY,

o 7€k,

e 'y be an open subset of the nonlocal boundary I,

o «a,3 >0 be constants,

S L2(QO UT0; X + wXry,),

7€ L®(QUT) withT >0 and A({z € QUTI': 7(x) > 0}) > 0 be given,

fof: Q= RU{—o0,00} with IX{(—0o<y} € L2(Q) and ?X{?@O} € L*(Q) satisfy f < f,

e g,9: I' = RU{—00,00}with gX{_oo<g} € L2(T;w) and X {g<oo} € L2(T;w) satisfy g<g.
Then, (fopt, Gopt) € Caa satisfies T (fopts Gopt) < T (f,g) for all (f,g) € Cuq if and only if there is a
unique adjoint state p € V(€;~y) with

p= g((Sl(fopt7gopt) - Z)XQO; (82(fopt7 gopt) - Z)XFO)
such that the variational inequality

<p + O‘foptv f - fopt>L2(Q) + <p + 5gopt7.g - gopt>L2(F;w) >0 holds fO’f‘ all (fvg) € Caq.

Proof.
Follows by Theorem [9.7] and Lemma [9.5 O

Lemma 9.9 (Projection formulas).
Let
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Qo be an open subset of the bounded and open set @ C R?,

o 7€K,

Iy be an open subset of the nonlocal boundary T,
e «, (8 >0 be constants,

z € L?(Q0 U Lo; xq + wXT,),

7€ L®(QUT) withT >0 and A({z € QUT: 7(x) > 0}) > 0 be given,

i,?: Q= RU{—00,00} with iX{—oo<i} € L2(Q) and fx{?@O} € L2(Q) satisfy f <

I,
9,9: I' = R U {—o00, co}with IX{-co<g} € L2(T;w) and X {g<oo} € L2(T;w) satisfy g<g.

Let control (fopt, gopt) € Caa and p € V() be given such that

P = g((81 (fopt7 gopt) - Z)XQO) (SQ(foptagopt) - Z)XP0)7
and <p + afopta f - fopt>L2(Q) + <p + 5gopt7g - gopt>L2(F;w) = 0 holds fOT all (f? g) € Cad-

For a,b € R with a < b, let P,y denote the projection of R onto [a,b], i.e.,

b ifb< 2,
Pay(2) =2z ifa<z<b, forz€eR
a if z<a,

Then

(1) If a = 0 holds, then for a.e.x € §, we have

L T@ i@ <o,
o) {f(x) if p(x) > 0.

(ii) If B =0 holds, then for a.e.y € ', we have

_Jaty)  ifp(y) <0,
fort{1) = {g(y) if p(y) > 0.

(i5i) If a > 0 holds, then for a.e.x € Q, we have
1
Jopt(x) = P[i(m)j(x)} —ap(x) :
(i) If B > 0 holds, then for a.e.y € I', we have

1
9ot (Y) = Ply(y) 5()] <—Bp(y)> :

7



CHAPTER 9. OPTIMAL CONTROL GOVERNED BY NONLOCAL EQUATIONS

(v) Furthermore if o > 0 and S > 0 holds, then any control (s,t) € Cuq and adjoint state
q € V(§; ) with

q= g(<81(37t) - Z)XQov (82(8,t) - Z)XFO):

1
s(z) = P[[(a:),?(x)] <—aq(x)) for a.e. x €Q,

and  t(y) = Py g)] <—;q(y)> for a.e. y €T,
we obtain (fopt, gopt) = (s,t) and p = q.
Proof.
First, we set
O = {2 € Q: p(x) + afopt(zr) < 0}, Ii:={yel:py) + age(y) <0},
Oy = {x € Q: p(x) + afopr(z) > 0}, Iy :={y eI p(y) + afop(y) > 0},
Q3 :={x € Q: p(x) + afop(z) =0}, I3 :={y el ply) + afop(y) = 0}.

Then, we decompose the variational inequality for all (f,g) € C,q into
0 <<p + afoptv f - fopt>L2(Q) + <p + Bgopta g — gopt>L2(F;w)

((p + afopt, f — fopt>L2(Q )t (P + BYopt> g — gopt>L2(Fl,w))

M T Mw

(<p + afopta f - fOpt>L2(Qi) + <p + /Bgopta g — gopt>L2(Fi;w))
1

..
I

Then, we show (3),(ii),(iii) and (iv) by contradiction. Assume that there are functions feL?(Q)
and g € L?(I'; w) and measurable sets Ql C Qq, QQ C Qy Fl cTIy, F2 C I'y such that

2

> AN UL >0
=1
holds and
fo(®) < F(w) < F(2) ae. on G, Gop(y) < G(y) < (y) ace. on T,
f(@) < f(a:) < fopt() a.e. on 527 9(y) < 9(y) < gopt(y) a-e. on f27

Then, we have ( f Gopt) € Caa and (fopt, g) € Caq. Consequently, the variational inequality yields

2

2
0< Z<p + afopt, [ — fopt>L2 Q) < 0 and 0< Z P+ BYopt, 9 — gopt>L2(Fi;w) <0.
i=1 i=1

This is evidently a contradiction.
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Let the control (s,t) € C,q and the adjoint state g € V(€2;~) satisfy
q=G((S1(s,t) = 2)xqy, (S2(s, 1) — 2)xr0),
s(z) = P[i(a;),?(a:)} (—iq(:{:)) for a.e. x € Q,
and t(y) = Ply(y) 5)] <—;q(y)> for a.e. y €.

In order to show (v), it is sufficient by Corollary to verify that
(q+as, f—s)2q +(@+ B8t g —t)r2muw) =0 holds for all (f,g) € Caq.

However, this follows by considering the decomposition

QO={xcQ:s(x)=f(r)}u{zrcQ:s(x)

@)Uz € 2 5(x) = ——q(x)}

and T={yeT:t(x)=7(y)}U{yel: tly) = g)} U{y T t(y) = ;q@}.

If 7=0a.e. onQUT, then state equation (C1)) becomes

Lu =f on {2,
(C1%)
Nu =gw onT.

Even if there exists a weak solution to this state equation, it is only unique up to an additive
constant (see Remark [4.4). We avoid this problem by adding a volume constraint, but now the
question is how to choose this volume constraint. Taking a look at our objective function, we see
that only

1
2 2
§||U = 2llf2 () + 5”” — 2Tz (rgm)
depends on the state u. Furthermore,

in =+ ¢ — 22aggy) + 2llut e - 2|2
arg min — (ju cC— 2z —||u cC—Zz
%@R B L2(20) T 5 L2(To;w)

(Jo () = 2(@)) da + f (uly) = 2(w)wly) dy)
2(A(Q0) + Jp, w(y) dy)

holds such that we can assume, without loss of generality, that

i +{a)dr + / ) dy =0

is satisfied. Finally, we set our volume constraint to be

i u(e)d + / u(y)uly)dy =0
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Definition 9.10. _
Let Q € R? be a bounded, nonempty, and open subset, v € K. Furthermore, consider the state

equation (C1¥), i.e.,
Lu =f on 2,

Nu =gw onT,
and let Qg C Q and I'g C T' both be open. We set

~

(%—KﬂmeL%memﬁm:Af@ﬂw+éﬂww@My—@

Ch = {(s,t) € L*(Q) x L*(T; w): /

o s(z)dx + /ro t(y)w(y) dy = 0}

and \A/(Q;fy) ={v e V(Q;v): /

(mwwdx+z¥mww@ﬁm—0L

and let R R
H: C — V(Q7y)

be a bounded linear operator such that for every given (f,g) € 6, we have

BH(L9).0) = [ Sl de+ [ @)y for alve Vi),
Then, we call H control-to-state operator and we define the bounded linear operator
T:C = @1
by R
T(f9) == (Ti(f,9), Ta(f, 9)) = (H(f; 9)le, H(F, 9)Ir) for (f,9) € C.
Similar to before, we now study the adjoint operators of T .

Lemma 9.11. N
Let Q C RY be a bounded, nonempty, and open subset and let v € K. Furthermore, let Qg C Q and
T'o C T both be open. Then, the control-to-state operator

H:C — V(%)
exists and is unique. Therefore, T : C— 51 given by

T(f,9) = (Ti(f.9), Ta(£,9)) == (H(f,9)la, H(f,9)Ir) for (f,9) € C.

s unique. Moreover, the adjoint T*: 61 —~C of T is the unique bounded linear operator such that
for every given (s,t) € C1, we have

%m%wm+ﬁ@wmw=Ammwwwﬁmmwmw@ for all v € V(7).

Proof.

The existence and uniqueness of 7 is a consequence of Theorem Following the proof of
Theorem we obtain that 7* exists and is unique.
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Moreover, the definitions of 7* and 7T yields
(s Ti(f, 9))r2() + (6 T2(f 9))L2rw) = (T (8, 1), Flrz) + (T5°(5, 1), 9)r2(rw)

for all (f,g) € C and all (s,t) € C}. O

For simplicity, we henceforth make the following assumptions 29 = © and I'g = I'. If 7 = 0 holds
a.e. on QU then our admissible set C,q is given by

{(f,9) Eé:iéfé?a.e.onﬁandgéggg a.e.on I'}.

Therefore, our reduced quadratic optimization problem is given by

min - J(f,9) = J(f,9,H([,9))- (Q2)

(f:g)ecad
Theorem 9.12.
Let
o O C R? be a bounded, nonempty, and open set,
o yEK,

e «, 3 >0 be constants,

z € L2 (QUT; xq + wxr) with [ z(z)dz + [ 2(y)w(y) dy =0,

i,?: Q= RU{—00,00} with iX{—oo<i} € L2(Q) and fx{?@O} € L2(Q) satisfy f <

s
9,9: I' = R U {~o00, co}with IX{-co<g} € L2(T;w) and X {g<oo} € L2(T;w) satisfy g<g.

Assuming @ad to be monempty, then following statements are valid.

(i) If Cqq is bounded, then there exists a solution to the minimization problem (Q2).
(i1) If afB > 0 holds, then there exists a unique solution to the minimization problem (Q2)).

(111) Furthermore, (fopt, Gopt) € Cad is a solution to the minimization problem (Q2) if and only if
(fopts Gopt) € Caa solves the variational inequality

<7-1(foptvgopt) —Z, 7-1(f - foptag - gopt)>L2(Q) + a<f0pt7 f - fopt>L2(Q)
><B(fopta gopt) -z, 7dQ(fOpt - f7 Gopt — g)>L2(F;w) + ﬁ<goptv Gopt — g>L2(F;w)

for all (f,g) € Caa.

Proof.

By definition the set Gad is closed and convex and by assumption Gad is nonempty. Therefore, the
proof is analogous to the proof of Theorem O
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Corollary 9.13.

Let
e Q C R? be a bounded, nonempty, and open set,
¢ 7€eK,

e «,3 >0 be constants,

z € L2(QUT; xq + wxr) with [, z(z)dz + [ 2(y)w(y)dy = 0,

L?: Q — RU{—o00,00} with ix{,oo<ﬁ € LQ(Q) and ?X{?@O} € L2(Q) satisfy f < f,

9,9: ' = RU{—00, 00}with gx{—co<g} € L*(D;w) and gx(g<oo} € L2(T;w) satisfy g < g

Assume that Gad is nonempty. Then, (fopt,gopt) € Gad satisfies T (fopts Gopt) < T (f,g) for all
(f,9) € Cuq, if and only if there is a unique adjoint state p € V(§2;7) with
p= H(T(foptagopt) —Z, T(foptv.gopt) - Z)

such that the variational inequality

<p + O‘foptv f- fopt>L2(Q) + <p + 5gopt7.9 - gopt>L2(I‘;w) > 0 holds for all (fvg) € aad-

Proof.

This is a consequence of Theorem and Lemma [9.11 O
Lemma 9.14.

Let

e O C R? be a bounded, nonempty, and open set,
o yEK,

e «, 3 >0 be constants,

2z € L2(QUT; xq + wxr) wztth dx—i—fr (y)dy =0,

fof: Q= RU{—o0,00} with IX{—00<y} € LQ(Q) and ?X{?@o} € L*(Q) satisfy f < f,

9,9: I' = RU {—o0, co}with IX{-co<g} € L2(T;w) and X {g<oo} € L2(T;w) satisfy g<79.

Assume that Gad is nonempty and let the control (fopt, Gopt) € Gad and the adjoint state p € \7(9, v)
be given such that

b= H(T(foptygopt) -z, T(foptygopt) - Z),
and <p + afoptv f - fOpt>L2(Q) + <p + ﬁgoptvg - .gopt>L2(F;w) =0 holds fOT all (fa g) € Cad'
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For a,b € R with a < b let Py denote the projection of R onto [a,b], i.e.,

b ifb<z,
Py (2) =92z ifa<z<b, for z € R.
a if z <a,

If we have
1 1
P = ——p(z dx+/P = (— >w dy =0,
/Q [f(w),f(r)}( a )> | Puaw | ~5p0) | wlv)dy

then we obtain

1
fopt(x) = Pt () F()] (—ap(x)> for a.e. x €Q

1
and  gopt(y) = P[g(y)@(y)] <Bp(y)) for a.e. yeT.

Proof.

Set

1
s(z) = P F@) (—ap(a:)> for a.e. z € Q

1
and t(y) = P[g(y)@(y)] <—ﬁp(y)> for a.e. y €T

Then, by definition we have (s,t) € Coa. By Theorem and Corollary it is enough to show
that

(p+as, f—shzq) + @+ 6t g—t)emuw
=(p—a+tas, f—s)izq +P—B+B8tg—t)L2ruw)
>0 holds for all (f,g) € Cqq.

However, this follows by considering the decomposition
_ 1
Q={recQ: sx)=fx))u{rcQ: s(z)=f(z)} U{zr e Q: s(x) = —ap(x)jt}

and
1

F={yeTl:tx)=g(y)}u{yel:ty) =gy)u{yeT: ty) = —Bp(y)}

in the variational inequality. O
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Parabolic Nonlocal Equations

This section is dedicated to the nonlocal time-dependent Neumann problem. We begin by stating
our nonlocal time-dependent Neumann problem.

For T € (0,00) and for a bounded, nonempty, and open set  C R? we consider the following
evolution equation

%u(t,x) + Lyu(t,z) = f(t,z) for (t,z) € (0,T) x Q,
Su(t,y) =0 for (t,y) € (0,T) x T'(Q, ), (E)
u(0) = g

where for each ¢ € (0,T), we have ug € L2(), f(t,-) € L2(Q2), and v, € K.

For simplicity, we assume that 4 is symmetric for each t € (0,7). Furthermore, let the measurable
function u: (0,7) x RY — R be a solution of such that for s € (0,7") we have

/Q (;u(syﬂf))Z dx —l—/Q/Rd (u(s,z) —u(s,y))? vs(y, z)| dy dz < oo,
2
and /Q ( e |u(s, z) — u(s,y)7s(y, ) dy> dz < co.

Then, for all s € (0,7, the nonlocal integration by parts formula (see Theorem yields

0
<f(37 ')7U>L2(Q) = <67;L(87 ')7U>L2(Q) + iBs(u(‘g? ')7 U) for all v € V(Qa’}/s)

where for w,v € V(£2;,), we set
B (0) = B, (w,0) == [ (@) = 0(0)) (0(0) ~ o(0):l.) dyda
< o (00 ) @) ~ )y, ) dyar

As mentioned before, we consider (7t).e(0,7) to be a family of symmetric kernels in K. Furthermore,
we henceforth assume that there are constants «, 5 > 0 and a kernel v € K with ay < 5 < 8y for
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a.e.s € (0,7) and that for all u,v € V(€;~) the function (0,7) — R, s — Bs(u,v) is measurable.
Then, for every v € V(€;+) and for all ¢ € C3°(0,7"), we have

ou
/(VO’T)(<at(5,-)7U>L2(Q)+%S(U(S7-),’U))(’D(S)d5:/ ((f(5, ), vr2gaye(s) ds.

(0,7)

or, equivalently,

_/(OVT)<U(S,~)aU>L2(Q)<P’(S)dS+/(O,T) %s(u(s,.),v)gp(s)ds:/(o ((f(5,-), V)12 @(s) ds. (10.1)

7T)

However, if now follow the approach used in [41, Chapter 23| or [34, Chapter III|, then we require
a continuous, injective, and linear operator ¢: V(£2;7) — L2(Q). To the best of our knowledge such
an operator does not exist in general. We avoid this problem by considering the regional weak
formulation (see Definition [7.3)).

Instead of considering Lebesgue-integrals of real-valued functions, we now consider integrals of
functions taking values in a Banach space. We now present a short introduction to integrable
functions with values in a Banach space following [19], [33], [41] and [34].

Definition 10.1.
Let (B, | - ||B) be a Banach space. Recall that

B* :={p: B — R linear with ~ sup |p(b)| < oo}
beB,||b||p<1

is the (continuous) dual space of (B, | - || B).

A function f: (0,T) — B is weakly measurable if for every T € B* the function 7(f): (0,T) — R
is measurable.

A function f: (0,T) — B is strongly measurable if there is a sequence (sp)nen of simple functions,
i.e., functions s: (0,T) — B of the form

¢
s = Z bixr;
=1

where £ € N, b; € B and I; are disjoint measurable subsets of (0,T) with Ule I; =(0,T), such that

lim ||sp(z) — f(z)[|p =0 holds for a.e.x € (0,T).

n—

The next theorem shows the connection between weakly and strongly measurable functions.

Theorem 10.2 (Pettis).
Let T € (0,00) and a Banach space (B, ||-||g) be given. Then, f: (0,T) — B is strongly measurable
if and only if f is weakly measurable and if there is a set N C (0,T) with A(N) = 0 such that

{f(x):z€ (0, T)\ N} CB

is separable.
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Proof.
See [33, Theorem 1.1.6] for the proof. O
As a consequence, we see that the definition of strongly measurable and weakly measurable functions

coincide in a separable Banach space.
Corollary 10.3.
Let T € (0,00) and a separable Banach space (B, || - ||g) be given. For a function f: (0,T) — B
the following equivalence.
(i) f is strongly measurable.
(ii) f is weakly measurable.

Moreover for a Hilbert space (H, (-,-)g) a function g: (0,T) — H is weakly measurable if and only
if (9(-),h)m: (0,T) — H 1is measurable for all h € H.

Proof.
As mentioned before, this follows by Theorem and the Riesz representation Theorem. O

Definition 10.4.
Let T € (0,00)be given and let (B,| - ||B) be a reflexive and separable Banach space. Then, we
consider a function f: (0,T) — B to be measurable if f is weakly measurable.

Forp € [1,00), let LP(0,T; B) consist of all measurable functions f: (0,T) — B with

HfHLp 0,T;B) / ||f($)||% dx < 0.
(0,7)

)

We then call LP(0,T; B) Bochner space. Furthermore, we define the (Pettis-)integral over the
measurable set I C (0,T) to be the unique element [, f(x)dz € B solving

T </If(x)d:n> :/IT(f(x))dx for all T € B*.

Let HY(0,T; B) be the set of all functions f € L2(0,T; B) such that there exists a unique function
g € L2(0,T; B) satisfying

(0,1)

for all ¢ € C3°(0,T). In this case, we set f':=g.

The existence of the integral defined in Definition is a consequence of the the following lemma.
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Lemma 10.5 (Dunford).

Let T € (0,00) be given and let (B, |- ||g) be a Banach space. Assume that f: (0,T) — B is weakly
measurable and that for each T € B* the function 7(f(-)): (0,T) — R is an element of L*(0,T),
i.e., f(o,T) |7(f(x))|dz < co. Then, for each measurable I C (0,T) there exists a unique 1,5 in the

bidual B** = (B*)* of B, such that

Erp(m) = /T(f(:n))dx for all T € B*.
I

Moreover, &1t is called the Dunford-integral of f over the measurable set I.

Proof.
See |33, Lemma 2.1.1. (Dunford)]. O

Corollary 10.6.
Let T € (0,00) and p € [1,00) be given and further let (B, || - ||g) be a reflexive Banach space.
Then, for every f € LP(0,T; B) and every measurable subset I C (0,T), the integral [, f(x)dx is
well-defined in B.

Proof.

For every 7 € B* there is a C' > 0 such that

/(O,T) Irfe))] de < C/(O,T) [l f(x)||pde < CT 7 </(0

holds for all f € L?(0,7; B) and = € (0,T"). The rest follows by Lemma and the fact that B
is reflexive. O

1 (@)% dx) <00
7)

)

In general, the Pettis-integral is a Dunford-integral. An even stronger integral, the so-called
Bochner-integral is defined by using simple functions approximating the integrand. If a Bochner-
integral can be assigned to a function, then a Pettis-integral can be assigned to this function as
well and the integrals coincide (see [33, Proposition 2.3.1.]). However, every function in L?(0,7'; H)
is, in fact, Bochner-integrable (see [33, Theorem 1.4.3.]). Therefore, simple functions are dense in
L2(0,T; H).

Similar to the case of B = R, we have || f[|12(o,r;p) = 0 if and only if || f[|z = 0 holds a.e.in (0,7
for f € L2(0,T; B). So we identify each f € L2(0,T; B) with it’s respective equivalence class

[f] :=={g € L*(0,T;B): g = f a.e.in (0,T)}.

As we mostly consider L?(0,7; H) where (H, (-,-)y) is a separable Hilbert space, we will in the
following theorem see that, in this case, L2(0,T; H) is also a separable Hilbert space. However, due
to the fact that the proof is analogous to the case that H = R, we omit the proof. Nonetheless, we
want to highlight that many results regarding L2(0,T) can be extended to L2(0,T; H).
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Theorem 10.7.
Let T € (0,00), p € [1,00) and a separable Banach space (B, || - ||B) be given. Then, LP(0,T; B) is
a separable Banach space with respect to the norm

W= [, IF@lds o € 120.755),

)

If (H, {-,-Yy) is a separable Hilbert space, then L2(0,T; H) is a separable Hilbert space with respect
to the inner product

(fs@reo,mm) = /(0 T)(f($)>9($)>H dz  for f,g € L*(0,T; H).

Furthermore,

HY0,T; H) := {f € L>(0,T; H): f' € L*(0,T; H)}

is a separable Hilbert space with respect to the inner product

(£, 9wmorm = {frDr2orm + (9 20rmm for fg€ H'(0,T; H).

Now, we formulate a generalization of the Fundamental Theorem of Calculus for the Lebesgue
Integral. For this reason, we recall that a f: (0,7) — H is called absolutely continuous if for every
e > 0 there is a § > 0 such that for every sequence of disjoint intervals (sp,tn)nen in [0,7] with

> ien Iti — si| < & there follows > || f(t:) — f(si)llm <e.
Theorem 10.8.
Let T € (0,00) and a separable Hilbert space (H, (-, )mr) be given. A function is f: (0,T) — H is
absolutely continuous if and only if
(i) f is continuous in [0,T],
(ii) f is differentiable a.e.in (0,T) with f' € L*(0,T; H),

(i11) for x € [0,T], we have

Proof.

Taking into account that a Hilbert space is a reflexive Banach space, we refer to Theorem 8.38 in
[19] for the proof. O

Using this characterization, we obtain another characterization for H*(0,T; H).

Theorem 10.9.

Let T € (0,00) and a separable Hilbert space (H,(-,-)r) be given. For f € L2(0,T;H), we have
f € HY(0,T; H) if and only if there is a absolutely continuous function u: [0,T] — H with u = f
a.e.in (0,T) and u' € L2(0,T; H). Moreover, we have f' =u' a.e.in (0,T).
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Proof.
Taking into account that a Hilbert space is a reflexive Banach space, we refer to Theorem 8.57 in

[19] and Theorem for the proof. O

In order to generalize the chain rule, we require the following definition.

Definition 10.10.
Let T' € (0,00) and a separable Hilbert space (H,(-,-)u) be given. A family (At)cor) of linear
continuous operators Ay: H — H with ess supe(o 71 [(Aeu, v) | < 00 for u,v € H s called regular

if for each u,v € H the function (Aiyu,v)g: [0,T] — R is absolutely continuous and if there is a
K € L*>(0,T) such that

;(Atu,w[{’ S K@) ||u|lg|lv]|g holds for u,v € H and a.e.t € (0,T).

Furthermore, for a.e.t € (0,T), we define A,: H — H as the linear operator satisfying

(At (u),v)g = %<AtU,U>H for all u,v € H.

Then, we obtain the generalized chain rule.

Theorem 10.11.

Let T' € (0,00) and a separable Hilbert space (H,(-,-)u) be given. Let (Ai)icpo,r) be a family of
linear continuous operators Ay: H — H with ess supyepo ) [(Aru, v) | < oo for u,v € H. Then,
Jor u,v € HY(0,T; H), the function (Acyu(-),v(-))m: [0,T] — R is absolutely continuous with

o7 (L), 00 ) = (5 (A®)) o) + (At )

= (A (t), () i + (A (u(t)), v(t) i + (Asu(t), v' () i
for a.e.t € (0,T). Moreover, if there is a A > 0 with
(ADu,v) g + MAw,v)g =0 for all u,v € H and a.e.t € (0,T),
then the Gronwall’s inequality holds, i.e.,

(Awu(t),v)g = exp(—=At)(Aou,v)g  for all u,v € H and a.e.t € (0,T).

Proof.

For the proof, we refer to Proposition 3.1 in [34, Chapter III]. O

Now, we formulate our weak solution.

Definition 10.12.
Let T € (0,00) and a bounded, open, and nonempty set Q C R? be given. Further, let v € K be a
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regional kernel, and (’yt)te(07T) be a family of regional symmetric kernels in IC such that there is a
constant C' > 0 with

ess sup [Bs(u, u)| < CHuH%(Q_,Y) for all u € V(£2;7).
s€(0,T) ’

For given f € L2(0,T;L%(Q)) and up € L2(Q), the function u € L2(0,T;V(Q;7)) is a (weak)
solution of the nonlocal evolution equation (E|), i.e.,

(W () (@) + (Lyu®)(z) = (f@)(z) for (t.z) € (0,T) x €,

u(0) = U,
if u(0) = ug and if for each v € V(Q;7), we have

%(u(t),sz(Q) = (f(t),v)12(0) — Bi(u(t),v) for a.e.t € (0,T). (WF)

Remark 10.13.
Assume that (7vs)se(o,r) 5 @ family of symmetric kernels in K such that for a.e.s € (0,T) we have

175 (s )l Loe (0 (@276)) +/ Ys(z,y)dy < C < o0 for z € Q
I‘(Q;ys)
and |ys(9) ey + /Q re(y,2)de < C < oo for y € (2, ).

Then, we apply Theorem [7.4 and reformulate

(W' (0)(@) + (Lyu@®)(x) = (f)(x) for (t,z) € (0,T) x Q,
(N5eu(t))(y) =0 for (t,y) € (0,T) x I'(Q, 1),
u(0) = o,
mnto
(' ()(x) + (Lneu(t))(x) = (f))(x) for (t,x) € (0,T) x L,
u(0) = uyp,
where the regional kernels ny € kernel is defined by
mie, ) = (mx,z) o W@) Xoxa(e,2)  fora,z € B
Taking a closer look at , we immediately obtain the subsequent assertion.

Theorem 10.14.

Let T € (0,00) and a bounded, open, and nonempty set Q C R? be given. Further, let v € K be a
regional kernel, and (’)’s)se(o,T) be a family of regional symmetric kernels in KC such that there is a
constant C' > 0 with

ess sup |Bs(u, u)| < Cllullv(oy)  for all u € V(;75).
s€(0,T)
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For given f € L2(0,T;L2(Q)), and ug € L%(Q), let the function u € L2(0,T; V(Q;7)) be a solution
of the nonlocal evolution equation . Then,

/Q(u(t))(a:) dl‘:/ﬂuo(m) dx—l—/(o,t)/g(f(s))(x) dzds  holds for a.e.t € (0,T).

Proof.

Let f € L2(0,T;L%(Q)) be given and let u € L2(0, T’; V(£%;7)) be a solution of the nonlocal evolution
equation (E|), i.e., for each v € V(Q;7), we have

gt(u(t),v)Lg(Q) = (f(t),v)12(0) — Be(u(t),v) forae.t € (0,T).

Then, we have

0

§<U(8)’XR¢1>L2(Q) = (f(8),Xxra)r2() fora.e.s€(0,7)
and Theorem [10.8] and Theorem [10.9] yield

/Q (u(t))() da: — / () dr =(u(t), xra)r2(0) — (o, Xga)L2(@)

0
= /(OJ) &@(3), Xrd)12(02) A8

=/ <f(3)7XRd>L2(Q) ds

(0,t)

:/ /(f(s))(ac) dz ds for a.e.t € (0,7).
0.0 Jo

In other words, Theorem states that the total mass in €2 at a time ¢ is given by

/Quo(:x)dmﬁ—/(OVt)/Q(f(s))(a:)dxds.

In order to study the existence of problem , we require a refinement of the Lax-Milgram
Theorem.

Theorem 10.15 (Lions).

Let (H,(-,-)i) be a Hilbert space and let (X,|| - ||x) be a normed linear space such that X is
continuously embedded in H, i.e., there is a C > 0 with ||z||g < C||z||x for x € X. Further,
suppose €: H x X — R is bilinear such that €(-,x): H — R is a continuous linear operator for
each x € X. Then, the following statements are equivalent.

(i) There is a ¢ > 0 with

inf  sup |€(h,x)| > c.
lzllx=1||n| <1
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(ii) For each continuous linear operator F': X — R, there exists a h € H with
E(h,z) = F(z) forxeX

and
[Alla < *HfHX*

Proof.
For the proof, we refer to Theorem 2.1 (Lions) and Corollary 2.1 in [34] III]. O
Recalling the product rule, our aim now is to reformulate in order to apply Theorem
For this reason, we require a new function space.
Definition 10.16.
We call “B C H C B*” an evolution triple if

(i) (B,]| - |lB) is a separable and reflexive Banach space,

(i) (H,{-,-)m) is a separable Hilbert space
(iii) there is an injective linear operator v: B — H and a constant C > 0 such that

le®)|lz < C|bllp holds for allb € B

and that {¢(b): b € B} is dense in H.

Furthermore, we set

HY(0,T; B; H) := {u € L?(0,T; B): ®(u) € H'(0,T; B*)}
where ®: L2(0,T; B) — L2(0,T; B*) is defined by (®(u))(v) = (u,v)y for all u,v € L2(0,T; B).
Foruw € HY(0,T; B; H), we set v’ = (®(u))’, i.e., v is the unique element in L2(0,T; B*) solving

/ (ult), ) (1) dt = / (! (£)) (v)p(t) dt
(0,7

(0,7)
for allv € B and all ¢ € C3°(0,T).

Theorem 10.17.

Let T € (0,00) and let “B C H C B*” be an evolution triple. For each v € H*(0,T; B; H), there is
a unique element in v’ € L2(0,T; B*). Furthermore, H'(0,T; B; H) is a Banach space with respect
to

wlle o,7;8;m) = w20,y + [ u' IL2(0,7:8%)-

Proof.

We refer to Zeidler [41, Proposition 23.20 and Proposition 23.23| for the proof. O
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Remark 10.18.

Let T € (0,00), a bounded, open, and nonempty set Q@ C RY, a regional kernel v € K, and
f € L2(0,T;L?(Q)) be given. Further let (Vs)se(o,m) be a family of regional symmetric kernels in K
such that there is a constant C' > 0 with

ess sup B (u, u)| < C||u||%/(9,7) for all u € V(£2;7).
5€(0,T) ’

Then, “V(€;v) C V(Q;’y)”'”LQ(Q) C (V(%59))*” is an evolution triple, because

(1) (V(9), [ - llviasy)) s a separable and reflexive Banach space,
(it) (L*(Q), (-, )12(q)) is a separable Hilbert space,
(iii) the inclusion map v: V(Q;) — L2(Q) is injective and the inequality vl 2y < [[vllvian)

holds for all v € V(§2;7).

H'”LQ(Q)'

For simplicity, we set S := V(€2;7)

Lemma 10.19.

Let T € (0,00) and let “B C H C B*” be an evolution triple. Then, for each u € H(0,T; B; H),
there is a continuous function f: (0,T) — H with f(t) = t(u(t)) for a.e.t € (0,T). Furthermore,
there is a C' > 0 such that

ess sup [e(u(O)ln < CClullzoii) + olsz01:5)) for allw € H (0.7 B )
te(0,

and for all u,v € HY(0,T; B; H), the function (t(v(:)), t(u(-)))g: (0,T) — R is absolutely continu-

ous with

5; (@) cw®)r) = W' (O) () + @ @®)(v(1))  for a.e.t € (0,T).

Proof.

We refer to Theorem 8.60 in [I9] for the proof where we want to mention that the polarization
identity on (H, (-, -)p) yields

(@) =llz+ylh — e -yl forallz,y € H.

All in all, we now again reformulate our evolution equation .

Theorem 10.20.

Let T € (0,00) and a bounded, open, and nonempty set Q C R? be given. Further, let v € K be a
regional kernel, and (7Vs)sc(o,) be a family of regional symmetric kernels in K such that there is a
constant C' > 0 with

ess(os%) IBs(u,u)| < CHuH%,(QW) for all w € V(€;7).
se(0,

Let ug € S and f € L2(0,T;L2(Q)). Then, the following statements are equivalent.
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(i) There is a u € L2(0,T; V(7)) with u(0) = ug and equation (WE)) is satisfied, i.e., for each
v e V(Q;y), we have

0

a@(t)’wlﬂ(ﬁ) = (f(t), v)12(0) — Be(u(t),v) for a.e.t € (0,T).

(i) There is a u € H(0,T;V(;7); S) with u(0) = ug and

/ (U’(S))(U(S))+%S(U(S),v(8))d82/ (f(s),v(8))r2(02) ds
(0,1)

(0,7)
for all v € L2(0,T; V(Q;7)).
(iii) There is a u € L2(0,T; V(7)) such that for every v € L2(0,T;V(Q;~)) with v € H(0,T;S)
and v(T) = 0, we have

- /(O,T) (uls), v'(s))r2(0) + Bs(u(s), v(s)) ds = / (f(s);v(8))120) ds + (uo,v(0))r2(q)-

(0,T)

The problem of finding a function u satisfying on of these equivalent conditions is called Cauchy
problem. Furthermore, we call (i) the weak formulation, (i) the strong formulation and (iii) the

variational formulation.

Proof.

This Theorem is an application of Proposition 2.1 in [34], III]. However, we still present the proof.
By Remark [10.18] “V(Q;+) C S C (V(2;7))*” is an evolution triple.

Assume that (i) holds. By definition, we obtain u € H'(0,T;V(2;7);S). As mentioned before,
simple functions are dense in L2(0,T; V(£;7)). Hence, we conclude (i) is valid.

For every v € L2(0,7T;V(2;7)) with v € H'(0,T;S), we get v € HY(0,T; V(Q;7); S) with
(v'(t)(w) = (V'(t),w|a)r2@q) for every w € V(Q;) and a.e.t € (0,T).
By Lemma [10.19, we see that (iii) follows by (ii).

Finally, assume that (7i7) holds. Then, we have

—/ (u(s), 0) 2 () ds + %mmmw@mzf (F(5), 0) 2y p(s) ds
(0,T) (0,7) (0,7)

for all ¢ € CF(0,7) and all v € V(£;~). Hence, for each v € V(£;7), we see

0
a((u(t),v)Lz(Q)) = (f(1),v)12(0) — Be(u(t),v) for ae.t € (0,T). (10.2)
Let o € CY(0,T) with o(T) = 0 and v € V(£;v) be given. Then, (4ii) and imply

L G vaee)ds = [ (56 vl ds = [ B, 0u(s) v)els) ds

——/ (u(s), 08 (8))2(ey ds — (0, )22y 2(0).
0,7)
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Therefore, Lemma [10.19] yield

— (o, v)12(0)0(0)
8 /
- Gt [ o) )0

(0,1)

/(0 T) %«u(s)’ v)12(0)0(s)) ds

— (u(0), ’U>L2(Q)Q(0)-

Thus, we conclude, u(0) = ug. O

Before we apply Lion’s Theorem (see Theorem [10.15)) to obtain an existence result, we generalize
problem . This makes it possible to consider even more general nonlocal evolution equations,
e.g.,

9u(t,x) + Lyu(t,z) = f(t,x) for (t,z) € (0,T) x Q,

u(0) (),

I
g

or

2 (b(t,2)ult,x)) + Lyut,z) = f(t,z) for (t,z) € (0,T) x €,

u(0) = uyg.

As before, we first define a weak formulation and then reformulate the weak formulation into
equivalent formulations. Afterwards, we apply Lion’s Theorem (Theorem [10.15))) in order to get
an existence result.

Definition 10.21.

Let T € (0,00) and a bounded, open, and nonempty set Q0 C R? be given. Further, let v € K be a
regional kernel, and (7Vs)se(o,r) be a family of regional symmetric kernels in K such that there is a
constant C' > 0 with

ess sup [B,(u, u)| < Cllullv,)  for all u € V(Q;7).
s€(0,T)

For given f € L2(0,T;L3(2)), up € S and a linear operator B: S — S with an adjoint B*, the
function u € L2(0,T;V(Q;7)) is a solution of the nonlocal evolution equation
Su(t,z) + Loult,x) = f(t,x) for (t,z) € (0,T) x 9,

(E1)
—B*u(T) + u(0) = uyp,

if —B*u(T) 4+ u(0) = ug and if for each v € V(;7), we have

%(u(t),sz(Q) = (f(t), v)12(0) — Bi(u(t),v) for a.e.t € (0,T).

Theorem 10.22.
Let T € (0,00) and a bounded, open, and nonempty set Q C R? be given. Further, let v € K be a

95



CHAPTER 10. PARABOLIC NONLOCAL EQUATIONS

regional kernel, and (73)56(01) be a family of regional symmetric kernels in IC such that there is a
constant C' > 0 with

ess(os%) IBs(u,u)| < CHuH%(QW) for all w € V(€;7).
se(0,

Assume that B: S — S is a linear operator with an adjoint B*. Then, for given uyg € S and
f €L20,T;S), the following statements are equivalent.
(i) There is a u € L2(0,T; V(Q;7)) with —B*u(T) + u(0) = ug and equation (WF)) is satisfied,
i.e., for each v € V(€Q;7), we have

0

a@(t),wL?(Q) = (f(t),v)12() — Be(u(t),v) for a.e.t € (0,T).

(ii) There is a w € HY(0,T;V(2;7); S) with —B*u(T) + u(0) = ug and
/ ('(s))(v(s)) + Bs(u(s), v(s)) ds =/ (f(s),v(8))12(02) ds
0,T) (0,7)

for all v € L2(0,T; V(Q;7)).
(ii3) There is au € L2(0,T;V(Q;7)) such that for every v € L2(0,T;V(Q;~)) with v € H'(0,T;.5)
and v(T') = B(v(0)), we have

- /(O,T) (u(s), v'(s))12() + Bs(u(s), v(s)) ds = /(07T)<f(5)7’0(8)>L2(Q) ds + (uo, v(0))12(0)-

Proof.
The proof is analogous to the proof of Theorem [10.20 O

Theorem 10.23.

Let T € (0,00) and a bounded, open, and nonempty set  C R? be given. Further, let v € K
be regional and let (vs)seo,r) be a family of regional symmetric kernels in K such that there are
constants ¢,C > 0 with ¢y < 75 < Cv for a.e.s € (0,T). Letug € S, f € L2(0,T;L2(Q)) and
B:S — S be a linear nonexpansive map, i.e.,

[1B(u) = B(v)llL2@) < [lu—vll2@)  foru,veSs,
with an adjoint B*. Then, there is a u € L2(0,T;V(Q;7)) such that for every v € L2(0,T; V(Q;7))
with v € HY(0,T;S) and v(T) = B(v(0)), we have

/ —(u(5), /() L2y + Ba(u(s), v(s)) ds = / (F(5), 0(5)) L2y ds + (0, 0(0)) 2y (10.3)
(0,7

(0,7)

If B is a linear contraction, i.e., there is a ¢ < 1 with
1B(u) = Bw)llL2i) < cllu —vlliz)  for u,v € LA(9),

then we even obtain that there is at most one u solving the variational formulation.
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Proof.

Follows by proposition 2.4 in [34] but we nevertheless present the proof. Without loss of generality,
we assume that the nonlocal Poincaré inequality holds on V(£2;+). If this is not the case we consider
an exponential shift. To be more precise, we recall that for every v € H'(0,T; V(Q; ), S) and every
A > 0, we have 2 € HY(0,T; V(Q;7),S) where z(t) = exp(—At)u(t) for a.e.t € (0,T). Furthermore,
for each v € V(Q;~), Lemma yields

2 (2(1), )20 = (u(t), xp(— M)y

= exp(=M) o (1) vy + ~A(=(1), vy

for a.e.t € (0,T). Set H := L2(0,T;V(£;7)) and

(u,v)1 1= Bs(u(s),v(s))ds for u,v € H.
(0,7)

Then, (H,(-,-)1) is a Hilbert space due to fact that the nonlocal Poincaré inequality on V(£2;~)
and the fact that ¢y < 75 < Cy holds for a.e. s € (0,T). We further set

X :={v e L*0,T;V(Q;7)): v € H(0,T;S) and v(T) = B(v(0))}
and recall that for v € X, we have

/(O | (000) g () ds = — /( L ) hep(s) s Torall g € V(©:7) and € CF(O.)

Therefore, v € H'(0,T;(V(2;7),B(-,-));S) holds and we set [|v]|x = [|vllL2(0.7;v(0).3(.)):S)-
Then, Fr: X — R defined by

[ ) 2Dy ds + G, 2Oy Tor 2 € X
is a continuous linear operator by Theorem We further set
E(h,x) = / —(h(s),2'(s))12(0) + Bs(h(s),z(s))ds for h € H and x € X.
(0,7)

Then, for each x € X, the operator &(-,x): H — R is continuous. Moreover, for each z € C, the
Riesz representation Theorem yields the existence of a h, € H with

/ (h(s),2'(s))12(0) ds = (hg, h)1  forall h € H. (10.4)
(0,7)
Hence, we get

sup |€(h,x)| = sup (—hy +x,h)1 =| —hy + 2|1 forall ze X.

Inl<1 [nll<1
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By (10.4) and Theorem we therefore obtain, for each x € X,

| = he + 2|2 = (=hy + 2, —hy + x)1
= _<h:Ea —hg + $>1 + <_hx + x, .’L'>1

N /(0 T) ~{=hals) + x(s)’x/(S»Lz(Q) + Bs(—hg(s) +z(s),xz(s)) ds
_ /(o T)<hz(8), 2'(s))r2(0) — (#(s), 2'(5))12(0) — Bs(ha(s), 2(s)) + Bs(x(s), z(s)) ds

=l = [ 2 (9o ds

)

= ol — [ ) 2o ds
= [lzl% = IBO)IIF2) + 12(0)l[F2 ()
> [l
By Lion’s Theorem (see Theorem , there is a solution.

Assume that both u; € L2(0,7;V(Q;7)) and uy € L2(0,T; V(2;7)) solve equation (10.3). Then,
by following the proof of Theorem [10.20] we get uy,us € L2(0,7;V(Q;7);S) and

—B*ui(T) 4+ u1(0) = =B*uz(T) 4+ u2(0) = up.
Further, Lemma [10.19| implies

0
*Hm(t) —u2(t)[f2(q)

<U1<t) u(t), ui () — u2(t))r2(0)
) — (u

—Q(U1(t up(t))(us(t) — ua(t))
=2(f (), ur (t) — u2(t))r2() — 2B (wr(t) — ua(t), ua(t) — ua(t))
S2(f (1), ua(t) = u2(t)) 120

for a.e.t € (0,T). Hence, we obtain

;’“1“) us(t )”L2(Q) min{2(f(t), u1(t) — u2(t))r2(q), 2(f (), ua(t) — w1 (t))12)} <0

for a.e.t € (0,T). Therefore, there is a ¢ < 1 with
lur (T) = u2(T) |72y < ur(0) = u2(0)[[F20 = 1B* (wi(T) — ua(T))F2(0y < cllun(T) —ua(T) 720y

implying that [jui(-) — u2(-)\|i2(9): (0,7) — [0,00) is a.e.constant. And if for a.e. t € (0,7, we
even have |lui(t) — uQ(t)HiQ(Q) =0, then By (ui(t) — ua(t),ui(t) —uz(t)) =0 and u; = us. O

Definition 10.24.

Let T € (0,00) and a bounded, open and nonempty set Q0 C R? be given. Further, v € K be a
regional kernel, and (’Ys)se(o,T) be a family of regional symmetric kernels in IC such that there is a
constant C' > 0 with

ess sup [Bs(u, u)| < Cllullv(oy)  for all u € V(;7).
s€(0,T)
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Assume that (Bt>te(0,T) 1 a family of bounded linear operators By: S — S with

ess sup(Biu, v)12(q) < oo for allu,v € S.
te(0,7)

Then, for given f € L2(0,T;L%(Q)) and ug € S, the function u € L2(0,T;V(Q;7)) is a solution of
the nonlocal evolution equation

{ g (Be(u(t)) (@) + (Lyu)) (@) = (F(t))(x) for (t,x) € (0,T) x (£2)

Bo(u(0)) = Bo(uo),
if Bo(u(0)) = Bo(uo) and if for each v € V(§2;7), we have

LBu(0), Wiz = (O, Dby — Bulu(t), ) for a.c.t€ (0.T),

Theorem 10.25.

Let T € (0,00) and a bounded, open, and nonempty set Q C R? be given. Further, let v € K be a
regional kernel, and (73)56(071’) be a family of regional symmetric kernels in KC such that there is a
constant C' > 0 with

ess(os%) IBs(u,u)| < CHUH%/(QW) for all w € V(€; 7).
se(0,

Assume that (By)ie(o,r) 5 a family of bounded linear operators By: S — S with

ess sup(Biu, v)12(q) < oo for allu,v € S.
te(0,T)

Then, for given f € L2(0,T;L2(Q)) and ug € S, the following statements are equivalent.
(i) There is a u € L2(0,T; V(2;7)) with Bo(u(0)) = Bo(ug) and for each v € V(Q;7), we have
aat<3t(u(t))’v>L2(Q) = (f(t),v)r20) — Bi(u(t),v)  for a.e.t € (0,T).
(ii) There is a u € L2(0,T; V(7)) with B.(u(-)) € HY(0,T;V(Q;7); S), Bo(u(0)) = Bo(ug) and
[ (G B00)) () + B0 vy s = [ (5(8) 05

for all v € L2(0,T; V(7).

(i4i) There is a u € L2(0,T;V(Q;7)) such that for every v € L2(0,T; V(Q; 7)) with v € HL(0,T; S)
and v(T') = 0, we have

—/ (Bs(u(s)),v'(s))r2(0) + Bs(u(s), v(s)) ds
(0.7)

- / (F(5),0(5)) L2 ds + (Bo(uo), v(0)) ey,
(0,7)
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Proof.
The proof is analogous to the proof of Theorem [10.20] where we apply Theorem [10.11 O

Theorem 10.26.

Let T € (0,00) and a bounded, open, and nonempty set Q2 C R? be given. Further, let v € K be a
regional kernel, and (7Vs)se(o,) be a family of regional symmetric kernels in K such that there is a
constant C' > 0 with

ess sup |Bs(u, u)| < CHuH%(Q_,Y) for all u € V(§;7).
s€(0,T) ’

Furthermore, assume that (Bt)ie(o,r) is a reqular family of continuous self-adjoint linear operators
Bi: S — S such that there are constants a,b,c > 0 with

(B(v), v)12(0) + a(Bi(v),v)1200) 2 0 and  By(u,u) +b(Bi(v),v)12(q) > C||UH%/(Q;7)

for all v € V() and a.e.t € (0,T). Then, for every ug € and f € L*(0,T;L%(Q)), there is a
u € L2(0,T; V(7)) and a o > 0 such that for every v € L2(0,T;V(;7)) with v € H'(0,T;5)
and v(T) = B(v(0)), we have

- / (Ba(u(s)), o' (5)) 12y + Balu(s), v(s)) ds = / (F(5), 0(5)) L2y ds + (Bo(uo), v(0)) ey,
(0,7) (0,7)

and
lulliz0rv @) < alllfllizorviam) + (Bovos wo)i2())-

If we further assume that v.(y,z): (0,T) — [0,00) is absolutely continuous for a.e.(y,z) €  x Q
and that there is a k € L1(0,T) with %’yt < k(t)y for a.e.t € (0,T), then there is at most one u
solving the variational formulation.

Proof.

This is a consequence of Proposition 3.2 and Proposition 3.3 in [34] Chapter III|. ]
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Chapter 11

Vanishing Nonlocality

As it is shown in [25], [26], [3] and [IT], if @ C R? is a smooth bounded domain, then there are
families (v:)e>o in K such that lime o ||ullv(o;y.) = [lulli ) for v € H' () and

liII(l] Lov(z)=1lim [ v(@)v(z,y) — v(y)y(y, z)dy = —Av(z) for v € C3(RY) and z € Q.
e—

e—=0 Jrd

For example, consider ~.(y,x) := %XBE(O)(ZJ —z) for ¢ > 0 and y,z € R% Then, it is a
well-known result that for every u € C2(R%) we have

L 2d+2)

) STBL0) ) “8) 10y = —Bu(e) - forz € R

Furthermore, for every u € C§°(R?) by [5, Proposition 4.4] we obtain

. Cdil—e u(z) — u(y) _ d
il_I)% 5 /]Rd Iy — 2] E20—2) dy = —Au(x) for z € R%.

In the following, we define the families in ' we consider.

Definition 11.1. B
Let Q € R? be open. Henceforth, we define K(Q) to be the families (v:)eso in KC such that there is
a family (:)eso in LY(RY) with

min{1, ly — |*} max{ye(y, 2), % (2, 9)} <@e(y —2)  for ae.(y,2) € (R? x Q),

lim ve(2)dz=0 for all 6 > 0,
e—0 R4\B4(0)

sup [|e |1 (ray < 0.
e>0

Because we are, in general, only interested in the limit, we henceforth assume

ly — 2)|? max{7:(y, 2), 7= (z,y)} < pe(y —2) for ae. (y,z) € (R? x Q).
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If we have a nonnegative function ¢ € L!(RY), then [3, Theorem 1| yields that there is a C' > 0
such that

2

u(z) —u

/ / Mgp(y —z)dydz < CHqu{l(Rd)HgoHU(Rd) holds for all v € HY(R?).
reJra |z —yll

Therefore, if we have a family (v:)es0 € K(£), then for every e > 0, we have H!(R?) C V(Q;.).

In the following, our aim is to show that for a family in (€2) our nonlocal diffusion-convection

operator converges weakly to a local diffusion-convection operator in L2(Q). The coefficients of the
local diffusion-convection operator are, in this case, given by the limits of

1
/ SV Yive(y +z, ) dy,
Rd

/ yrYe(y + 2, x) dy
Rd

and /Rd YT,y +2) —7:(y + 2,2) dy

in some topological space. So, we either have to assume the existence of these limits or we require
assumptions so that we at least have a convergent subsequence. We choose the latter.

So, before we present our first convergence result we give sufficient assumptions for the existence
of a convergent subsequence. We recall the well known property that every bounded sequence in
a Hilbert space admits a weakly convergent subsequence. To be more precise, a Banach space
is reflexive if and only if every bounded sequence has a weakly convergent subsequence. This is
a consequence of the Eberlein-Smulian Theorem (see [38]) and the Kakutani Theorem (see |16
Theorem 3.17]).

Both the Eberlein-Smulian Theorem and the Kakutani Theorem are consequences of the most
essential property of the the weak*-topology, the compactness of the unit ball in the weak*-topology.

Definition 11.2.
Let (B, | - ||B) be a Banach space. Then, the weak*-topology o(B*, B) is the weakest topology on
B* such that for all b € B, the map Jy: B* — R by Jy(F) = F(b) for F € B* is continuous.

Furthermore, a sequence (Fy)nen in B* converges to F' € B* in the weak*-topology o(B*, B) if and

only if
F,(b) = F(b) asn — oo holds for all b € B.

We now highkight and recall the most essential property of the weak*-topology.

Theorem 11.3 (Banach-Alaoglu-Bourbaki).
Let (B, | -||B) be a Banach space. Then, the closed unit ball

{F e B*: sup |[F(b)] <1}
beB

is compact in the weak*-topology o(B*, B).

Proof.

For the proof, we refer to [16, Theorem 3.16]. O
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Now, we require the closed unit ball to metrizable in the weak*-topology. If there is a metric on the
closed unit ball inducing the weak*-topology, then the compactness of the closed unit ball implies
that every sequence in the closed unit ball has a convergent subsequence whose limit is in the closed
unit ball. Fortunately, we have:

Theorem 11.4.
Let (B,| - ||B) be a Banach space. Then, the closed unit ball

{F € B*: sup||[F(b)| <1}
beB

is metrizable in the weak*-topology o(B*, B) if and only if B is separable.

Proof.

For the proof, we refer to [16, Theorem 3.28]. O

Corollary 11.5.
Let (B, |- ||B) be a separable Banach space and (Fy,)nen be a bounded sequence in B*. Then, there
exists a subsequence (Fp,)en and a F € B* with

Fo,(b) > F(b) asl— oo forallbe B.

Proof.

This is a consequence of the Banach—Alaoglu-Bourbaki Theorem, Theorem and Definition
O

As a consequence, we obtain the following well-known theorem.

Theorem 11.6.
Let Q C RY be measurable. Then, L*(Q) is a separable Banach space and for every F € (L' (Q))*,
there is a f € L>(Q) with

F(u) = / u(z) f(z)dz for allu € LY(Q)  and [fllLeey = sup  [F(u)|
Q ||u||L1(Q)<1
Let (fn)nen be a bounded sequence in L>°(SY). Then, there exists a subsequence (fpn,)een and a

£ € L®(Q) with

i = z)u(x)dz or all u 1
fim [ ful@u@)ds = [ f@yu@)de for allue (@)

n—oo

and || fllLe () < “gg}}gf | frug llr.o0 (2)-

Proof.

The proof that L!(Q) is a separable Banach space and that (L'(£2))* and L°°(£2) are isometrically
isomorphic can be found in [16, Theorem 4.8, Theorem 4.13 and Theorem 4.14]. The rest follows

by Corollary and

1l = suwp | / f(@)u(z) de| < ik | fu, o).
<1 9] f—)oo

|ul Li)S
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O]

Finally, we need the following estimates for our convergence results which we obtain by following
the proof of [16, Proposition 9.3].

Lemma 11.7.
If u € H2(R?), then for all h € R?, we have

/Rd (w(z + h) — u(z) — (Vu(z), h))* d |yh|y4/ Z (axz(%] >2dx_

Proof.

Let h € R? be given. First, we assume u € C3°(R?). Then, the Fundamental Theorem of Calculus
yields

d
u(x + h) —u(z) — (Vu(z), h) = /(0 : > hi (8?5@(9; +th) — ({gu(az)) dt
i=1 g ?

>

( aiiu(:c—kth) - 8‘9 u(w)) dt

Ty

M

u(x + sth)th;ds | dt

0 1) 813@8%]

\ ||P||ﬂ:_ HM&

/ Z aa u(z + sth)h; ds dt.
0,1

7]_

Hence,

d ) 2
u\xr —u\r)— u\xr 2 2 4 a u\x S S
(ufa + 1) — u(@) — (Vu(z).1))” < &[] /1/122(83:81, (oot s)) dsar

and, by substitution,

/Rd (u(z 4 h) —u(z) — (Vu(z), h))? dz <d2Hh|4/Rd/Ol/01 t ‘zd: <8x?;$]u(:c + sth)>2 dsdtdz

2
=Sl [ Z(axax @) a
i0T;

By Theorem 11.35 in [19]), we obtain that for every u € H?(R?), there is a sequence (uy)pen in
C5°(R?) with

lim (un(:c +h) —up(x) — Vun(:zz)Th)2 dz = /

(u(w +h) —u(z) — Vu(x)Th>2 dz

n—oo ]Rd Rd
2
li dx = dx.
500 /Rd Z (3:6,8% (@ ) v /Rd Z (8%8:1:] e ) v
Therefore, we conclude our statement. O
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With this Lemma, we obtain our first convergence result.

Theorem 11.8.
Let © C R be open and let (v:)e=0 € K(Q) satisfy

IR (y+-,-)dy + sup / Ye(y+) =Yy +-,-)dy < 0.
5>0 Loo(Q) e>0 Rd LOO(Q)
Then, there is a sequence (g¢)een in (0,00) with limy_,oo €7 = 0 such that fori,j,k =1,...,d there

ezist functions a; j, by, c € L*°(Q2) with

1
lim ( / yiyﬂgxym,z)dy) o) de = [ auya)ola) da,
Rd2 Q

l—o0 Jq

im | < /R ey +,2) dy> o(z) de = /Q B(2)0(z) dz

l—o0

{—00

and  lim A </]Rd Yeo (T, y + ) — e, (y + 2, x) dy> v(z)de = /Qc(@v(x) dz

for all v € LY(2). Furthermore, for all u € HX(RY), we have that L.,u converges weakly to Eu in
L2(Q) as £ — oo where for x € Q, we set

d
Z:: 8:61693] (@) + kzlbk( )(%:k( z) + c(x)u(x)

ond Lour) = /R () (o) — uy)e (7).
To be more precise, for all v € L2(Q), we get

lim Eggu d:c—/c‘:u

l—00

Proof.

We begin by showing that there is a C' > 0 such that sup,.g [|Lcullr2(q) < Cllullpz(ra) for all
u € H2(R%). Note that this already implies that there is a sequence such that L.u converges

weakly in L2(Q). So let u € H?(R?) and € > 0 be given arbitrarily. Now, Lemma and the
Holder inequality yield

/Q (/Rd(U(m) —u(y) — (Vu(z)),z — y)7(y, x) dy>2 do

(uly + =) — u(x) — (Vu(x)),y))* )
g/Rd /Rd yl12 ’Ve(y+%ﬂf)dy/Rd 1yl7ye(y + 2, 2) dy da

Ja (uly + @) — (@) — (Vu(@)),y))* de

R lyll*
2

d
<5 S;i%) ||908Hi1(Rd)HUH12{2(Rd)‘

(11.1)

ey | o)y
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Furthermore, we get

/Q </]Rd<vu($)’ T = y)e(y,z) dy>2 da
<<aiiu(x)> /Rd yive(y +x,x) dy>2 dz

2

/ Yive(y + -, ) dy
Rd

|\U||2H2(Rd)
L>(Q)

and with (ITT), we have
[ ([t —upetwnan)as
= [ ([ )~ ut0)  (Fute) - Va0t a
<2/ﬂ </Rd (u(z) — uly) — (Vu(z), = — 1))7(y, ) dy>2 de

w2 [ ([ oot aay) o

d 2
<2d  sup ||z |71 gay + sup / Yive(y + ) dy
(oot s3] vt

) HUH2H2(R<1)-

Lee(Q)

Therefore, we obtain

/Q </Rf‘ u(@)1e(2,y) — u(y)re(y, z) dy>2 dz
</Q <U(:E) /Rd Ve(@,y) — Ve (y, @) dy)2 dz +/Q </Rd(U(CU) — u):(y, ) dy>2 "

2
<2 <sup / Ve, y) = =(y, ) dy >H“”12{2(Rd>
e>0 || JRd L ()
d
+2d : t+su
(wnm s

2
) ||U||12{2(Rd)-

Leo ()
Consequently, Lou € L*(Q) with ||Loullp2(g) < Cllullfz2(ray where C' > 0 is independent of u. By
Theorem there is a sequence (g¢)¢en in (0,00) with ¢, — 0 as £ — oo such that a;;, by, and
c are all well-defined in L*°(£2). Now, we assume, without loss of generality, for the remainder of
this proof that v € C§° (RY). The rest follows then by the density argument given in [I9, Theorem
11.35].

/ Yive(y + -, -) dy
Rd

Let v € L2(Q) be given arbitrarily. Then, we obtain
| o@ [ unete. - uwneo.o)dyas
:/Qv(q:)u(aj) /Rd Yel@,y +) =y + -, 2) dydx+/

[v(@) [ () = u)e(y.0)dy o
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Due to
/Qv(iﬂ) /Rd (Vu(@),z = y)) 7, (y, @) dy dz

:/ﬂé ((aiu(x)) v(z) </Rd UkVe, (Y + @, ) dy>> dz
and

/Qv /Rd (Zdzl 333?; u(z)(x — y)j) Ve, (y, ) dy dz

by
/Q i (/ YiliYe,(y + @, ) dy) (a:j;x]u(x)> v(z) dx,
ij=1
it remains to show that
2
/Q (/Rd (u(x) —u(y) — (Vu(z),z —y) + % ‘Zd:l(x — y)iax(?;xju(l’)(x — y)]) Ve, (Y, ) dy) da
ij=

is a zero sequence. Let z € Q be given arbitrarily. Then, for all y € R%, the Fundamental Theorem

of Calculus gives us
d

/ / (zg 1 ' <C')ij;xju(x) B 8x?;:vju($ * Sty)> yj) ds dt.

For all § > 0, there is a > 0 such that all y € R? with ||y|| <, we have

82 2
< 0.
/Rd Z <8x28x] u(z) axiamj u(z + y)) dr <4
For every ¢ > 0, we get

/Q</Rd (Tu(z,y — ) ¥, (y, ) dy)2 da
:/ﬂ</Rd(TU(x’y_$))wdy>2dx

( LIS A dsdwwdy)Q i
4

8%6:3] (x)_axz(?x]
s el e / / A /
R4
d
*SupH%||L1(Rd)||U”H2(Rd)
R4\B,, (0)

dt
<O—sup [|@e |11 (e / Pe,(y) dy +
16 c>o0 0) 8 >0 .

By(
By first letting £ — oo and then § — 0, we obtain the desired result

% ?
ds dt ¢e,(y) dy dz

u(x + sty)

6%83:] @) = O0x;0x;
©e, (y) dy.
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Now, we proceed with the convergence of our bilinarforms B and 8.

Theorem 11.9.
Let Q C R? be open, ('y€)€>0 be a family in I with

yz Ye(y+-) =y +-,-))dy

[ oy

(Ve(,y) — 7e(y, x))?
k€<y7 .’L‘)

< 00,

5>0 Leo(Q)

and let ke in K satisfy ks > 0 and

< Q.
L>(Q)

We set Yz(y,x) := max {ys(y, x), } and assume (3:)es0 € K(Q). For e > 0,

set

I.:={ye R? \Q: /Q%(y,x) + Ye(z,y)dx > 0}.

Then, there is a sequence (€¢)pen in (0,00) with eg — 0 as £ — oo such that for i,j,k = 1,...d,
there are functions a; j, by, € L(Q) with

i [ ([ e+ o) ay) oo = [ oo

L—00 a2

L— o0

1
and  lim </ Uk (Ve (2, y + ) — Ve, (y + 2, 2)) dy> v(z)de = / b (x)v(z) dx
0 \Jre 2 0
for all v € LY(Q). Furthermore, for all u,v € H'(RY), we have

8
Zl;m %ae v, v) / Z i axz 81’] +Zbk 8% v(z)de

1,j=1

and in particular, we obtain

lim B, (u,v) = /QZ ai’j(az)aiiu(x)fgjv(x) dz.

L— o0

Proof.

We only show the convergence of %Ez(u, v) for all u,v € HY(R?), because the convergence of
B, (u,v) follows analogously. First, we show that there is a constant C' > 0 such that

sup | B (u, v)| < Cllullar mey|v]l g1 ey holds for all u,v € HY(RY).
e>0

Following that, we show the convergence. Therefore, let u,v € Hl(]Rd) and € > 0 be given arbi-
trarily. Then, we obtain

B, (u, v)

" )= (7,y) — u(y)re(y, »)(v(z) —v(y)) dy de

< / [u(2) — u(y) ey, @) o) — v(y)| dy da
Q JRA
+ / (@) (e (2, ) — 7 (9, 7)) (0() — v(y))| dy da
Q JRA
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Furthermore, Proposition 9.3 in Brezis [16] yields

// (u(z) — u(y))*Fe(y, z) dy da < Jpa (v _“ytx)) dzpe(y) dy
o) e o1 "

2
< ?i%) H‘Ps”Ll(Rd)Hu”Hl(Rd)'

By Theorem there is a constant C' > 0 with sup.-g |Be(u, v)| < Cllullgr rayllv][ g mey for all
u,v € H'(RY). Because of [19, Theorem 11.35]) we without loss of generality henceforth assume
u,v € CF(RY). By Theorem there is a sequence (€¢)en in (0, 00) with €y — 0 as £ — oo such

that a; j, by are well-defined. Now, let § > 0 be given arbitrarily. Furthermore, choose 1 > 0 such
that for a.e. y € R? with |jy| <, we have

/ Vu(z +y) — Vu(z)||>dz + / |Vo(z 4 y) — Vo(z)||*dz < 6
Rd Rd
Then, we calculate
0 =5 [ [ u@neen) = a0 - o) dyds
T /Q / ) (2) — e, )0 () — ofy) dyda
=5 | [ ueneen) - uwretn. o) 0@ — o) dydo
5 ] e — w90 - o) dyda
—5 | [ (0@) = uw) 0() = o)) dy
! / [ @)~ uy) (o) ~ o). ) dyda
43 [ [ @0 9) = 1) 0() = o) dyda
/ / )3 (2, 9) — 7 (5, 2))(0() — 0(y)) dy da
and proceed by showing show that

) (e (2, Y) = Y2, (9, 2)) (v(2) = v(y)) dy dz| — 0,

£

(11.3)

and — 0

w(@) —u(y))(v(@) = v(Y))e,(y, 2) dy dz

€
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holds as ¢ — co. We obtain

lim / / ))*3z, (y, ) dy da
l—o0 F

zlim// %) —uly +))° e, (y) dy dz
=0 Jq Jr., 1yl B

<im [ [ [ Iu s ) dten, o) dy s
t=oo Ja Jr., J(0,1)

< sup HVu(z)\z/ lim/ P, (y) dy da
z€R QZ_N)O Rd\Bdist(z,BQ)(‘r)

=0.

Because this holds for all u € Cgo(Rd), the desired result follows. Due to our assumptions, we get

d
0 0 L ) 0
/QZ axiu(x)axjv(:c)/R SYiYiYee (Y + )dydx%/ jz:law oo u(z )%U(.’E)dﬂ?
1
and/gk 1 &m v(z) /Rd §yk(%z(.,y+.) — Y,y +-,))dyde — Q;bku (z) da

as £ — oo. Therefore, it remains to show that

| [ et = et opluo) o Zyku ()] dydz — 0
(11.4)

wd [ [ () - uw) otz Zyzyjaxl aa (@) e () dy do 0

J_

as £ — co. For a.e.z,y € R? we have by the Fundamental Theorem of Calculus that
(v(z) = v(y + 2)) Zy’“ax
o)

( 0 v(z +ty) — 81}(3:))’ dt
P 01) Oxy,

<Ilyl /(0 I9ete )~ V@t
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and

N

d
(u(g;)u(y+x))(( —v(y+ 1) — Zyga )

+

L9 .2
(u(e) —uly +2) | 3 vz -v() Zyzyj IO C)
j=1

< |(u(@) = uly +2)) (vw — oy +a) - Zyjf,v(x))

L0
+ <u( ) —uly +x Zyz ) Zyja—xjv(x) .

The Hoélder inequality and inequality (11.2)) yield

d o 2
//]Rd< ) —uly +2) = Zylaml“(x)> Ve, (y, ) dy dz

=1

< / / ok / Vol + ty) - Vo(@) |2 die, (4, 2) dy da
- / ol [ 190+ t) V) R 0, 2)
,1)

// /)|m+ty> Vo(a)|? dtpe, (y) dy do
0,1

4 / / / IVo(a + ty) — Vo(@) | dtge, (y) dy da
Q JRNB,(0) J(0,1)

<+l [ ey

n

By first letting £ — oo and then § — 0, we obtain (11.4]). O

Remark 11.10.
Let Q C R? be open. Taking a look at Theorem [11.9, we would expect that we have

Eu(z) := —div(A(z)Vu(z) + b(z)u(x))

as the limit of Lcu(c) in Theorem where the matriz A(x) € R™? and the vector b(z) € R?
are chosen accordingly. This is not the case because for u € C5°(2), — div(A(z)Vu — b(z)u(z)) is,
to the best of our knowledge, in general not well-defined. However, if the coefficients are smooth
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enough, we obtain

82 8 d 9
= _ ”221 (a”(x) 0z,0z; ) oz, i.5() 8x] ) ; <bk am (z) a%kb (a:)u(x))
d d
—- ; () axz 8% Z:j (m )+ c(x)u(z)

As we require our limits to be at least in CH(Q), we assume that the Arzela—Ascoli Theorem is
applicable such that there is a zero sequence (€¢)pen which satisfies

||M&

7]

d
. 1 0 1
— lim (/Rd U +7) = e, 2:378 (/ SYi Y Ye (Y + )dy))

R4

l—00

:Zliglozaik (/; k(Vee(y +50) = %e(-,y+'))dy>

= lim (/Rd%g(ayﬂL-) —%g(y+-,~)dy)

{—00
uniformly in Q fori=1,...,d. Then, following the proof of Theorem[I1.8, we in this case, conclude

lim £.,u = —div(AVu — bu)
{—00

uniformly in Q. In particular, we obtain if our coefficients are smooth enough and if Q0 is a Lipschitz
domain by our convergence results, the local and nonlocal integration by parts formula, and the local
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Trace Theorem that for all u € H2(R?) and v € HY(R?), we have

lim Neu(y)o(y) dy

=0 Jr(Q7e,)

= lim [ L.u(x)v(z)dx —I—KIim ‘%El(u,v)
—00

£—00 O

<A($)VU($),VU($)>d$+/ u(z)(b(z), Vu(z)) dx

Q

:/ —div(A(x)Vu(z) — b(z)u(x))v(z) dz + /
Q Q
= /8 Q(A(Z/)Vu(y) —b(y)u(y), v(y)) dy

where v(y) is the outer normal direction on y € OS).

Remark 11.11.

By taking a closer look at the limit of our bilinear form, we want to see under which assumptions
our weak solutions of nonlocal Neumann problems to converge to a weak solution of a local Neumann
problem.

Theorem implies that A = (a; ;) € (L>=(Q))¥? holds, i.e., there is a C > 0 with

/Q (A(2)Vu(z), Vu(z)) dz < C /Q IVu(@)|2de for all u € HY(Q),
In order to avoid a degenerate local Neumann problem, we require a ¢ > 0 with

C/Q |Vu(z)|* dz < /Q(A(a:)Vu(x), Vu(z)ydz  for all u € HY(Q).
Let 0: R — [0,00] be measurable with [ga|lyl|?o(y)dy < oo. If there is a i = 1,...,d such
that o is invariant under rotations across the x;—azis, i.c., o(y) = o(Ry) for all y € R% where

R = (1) € R4 s a diagonal matriz with rii = —1 and rj; = 1 for j # i, then we have by
substitution for all j # i that

/ yiyjo(y)dy = —/ yiyjo(Ry) dy = —/ yiy;o(y) dy = 0.
R4 R4 R4

If 0 is invariant under every permutation, i.e., o(y) = o(Py) for all y € R% where P € R¥*? s q
permutation matriz, then we have by substitution for allt=1,...,d

d
1 1
/ yio(y) dy = dZ/ yro(y) dy = d/ lylI*e(y) dy
R = Jra R4

/Rd yiyjo(y)dy =c  for j #i.

Let (V2)e>0 € K(Q) be given. Then, Theorem yields the existence of a sequence (£¢)pen in
(0,00) with eg — 0 as £ — oo such that

/ 3 e ot >ai] ofa)de = Jim o [ [ (ule) = u(w)(0(2) = o) () dy

1,j=1

holds and also
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for all u,v € HY(RY) where fori,j =1,...,d the functions a; ; € L°(Q) are defined such that

1
lim (/ SYi UiV (y+z,2) dy) v(z)de = / aij(z)v(x)dz  holds for allv € L(Q).
Q R4 Q

l—o0

Set A = (a; ;) € (L>=(Q))™? and assume that there is a ¢ > 0 with
c/ |Vu(z)||? dz < /(A(:c)Vu(m))TVu(x) dz  for allu € H'(Q)
Q Q
Let (0:)e>0 be a family of radial measurable functions R? — [0, 00] with Jra lyll?0:(y) dy = ¢ for

all e > 0, then by Theorem[11.9, there is a sequence (€¢)¢en in (0,00) with e — 0 as £ — oo such
that

im 5 [ [ (@) = u)(0(0) = o) () dyda

l—o0 2
/ Z a; (@ 895 )%v(as) dx
1,7=1 g J
_fli{go 2 / /Rd y))(v(x) — v(y))oe, (y — x) dy du.

for all u,v € HY(RY). Consequently, there is a L € N with £ > L for all £ € N and
/ / (u(z) — u(y))?oe,(y — ) dy dz < / / N2y, (y, x) dydz  for all u € HY(RY).
Q JRd R4

Now, we require the following two known compactness results.

Theorem 11.12.

Let Q € R% with d > 1 be a bounded domain with Lipschitz boundary and let (0n)nen be a sequence
of radial functions in L'(R?) with

0 < on(y) for a.e.y € RY,

lim / on(2)dz=0 ford >0,

770 JR4\B; (0)

[onllLi®ray =1 forn e N.
Then, an N € N exists such that there is a C' > 0 with

)2
2

/ / )2 dydz < nel{}nﬂiN/ / \x—yHQ gn(y—x)dydm for all uw € L*(Q2).

Furthermore, every bounded sequence (Un)neN in L2(Q) with

B 2
sup// Un() — tun(y)) on(y —x)dyde < 0o

neN Hl’ -yl

is relatively compact in L2(Q2) and for every subsequence (uy,)een converging to u € L2(9Q), i.e.,
limy o0 |[ttn, — ull12(q) = 0, we have u € H'(2) with

un n ))2
\V4 2dz < 2d W (y — ) dy.
/Q IVu(o)| do < 2dsup / / Hfﬂ_ynz only — ) dy
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Proof.

For the proof, we refer to [26, Theorem 1.1 and Theorem 1.2]. O

Theorem 11.13.
Let (0n)nen be a sequence of radial functions in L1(R) with

0 < on(y) for a.e.y € R,
lim / on(z)dz=0 ford >0,
"0 JR\B5(0)
lonllir) =1 forn e N,
and let there be a ¢o € (0,1) such that
inf fon dz > 0.
12, s enl0)
Then, an N € N exists such that there is a C > 0 with
/ / (y))*dydz < inf / / ))29 (y —x)dydz
0,1) J(0,1) "€Nn>N 0,1) J(0,1) ||95—Z/||2 "

for all w € L2(Q). Furthermore, every bounded sequence (up)nen in L2(Q) with

_ 2
/ / (@) = un(®))” ), o) dy de < oo
neN (0,1) J(0,1) |z —yll

is relatively compact in L2(Q)) and for every subsequence (un,)een converging to u € L2(), i.e.,
limy oo [[tn, — ullr2() =0, we have u € HY((0,1)) and

_ 2
| IV d < 2dsup / / @) Zun()” ) (0, 2y ay.
(0,1) 0,1) J(0,1)

neN Hﬂf—yl\2

Proof.

For the proof, we refer to [26, Theorem 1.3]. O

In accordance with Theorem [11.13] and Theorem [11.12] we make the following definition.

Definition 11.14.
Let Q C R? be open. We set () to be the families (7:)eso in K such that there is a family of
radial functions (0:)p>0 i LY(RY) with

0<0:(y —2) < ly —[*r:(y,2)  for ae.(y,x) € (R x Q),

lim 0:(2)dz =0 ford >0,
=70 JRA\B;(0)

;gg l[oellLt (®ay > 0.
If d = 1, we further assume that there is a ¢o € (0,1) such that

inf f d
it [ e ecten)ar >0

We set K(Q) :=
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We now require a generalization of the well-known result that every bounded sequence in a Hilbert
space admits a weakly convergent subsequence.

Lemma 11.15.

Let (Hy, (-,-)H, )nen be a family of Hilbert space and (H,(-,-)p) be a Hilbert space such that
(Hp, (-, -)m,) converges to (H,{-,-Ypr), i.e., there is a dense subspace C' of H and a sequence of
linear operators Ty,: C — H,, with lim,_,o [|Th(w)||m, = ||ullg for all w € C. Let (hp)nen be a
sequence such that for n € N we have both h, € Hy, and

sup ||hn | m, < 0.
neN

Then, there is a subsequence (hp,)ien and a h € H with

= (h,v)g for allv e H.

e

lim (hy,, Tn,(v))
{—o0

Proof.

This follows by [I8, Lemma 2.2]|. O

Finally, we return to our nonlocal Neumann problem.

Theorem 11.16.

Let Q € RY be a bounded Lipschitz domain and (v:)e>o be a family in K. For e > 0, let k. in K
satisfy

x,y) — z))?
k.(y,z) >0 and (=(.9) = %, 7)) < ey, x) for a.e. (y,z) € {RTx Q: |y(y, x) —v(x,y)| > 0}.

If we set

Io={yeR"\Q: / Ye(y, z) + Ve (z,y) dz > 0}

and we: Te = R, we(y /f WWZ? P dz,
. z—: e

where c. is chosen such that ess inf,cq fFe Ye(z,2)dz + c. > 0, then the following statements are
valid.
(i) For every e > 0 with

< 00,
L (Q)

| [ rtay

there exist c., Ce, ke > 0 such that

~

CEHUEH%/(Q;%) < Be(ve, ve) + KE/QUE(@ dz < CEHUEH%/(Q;%) for ve € V(Q;7),

and such that for every f. € L%(Q) and g. € L*(Tc,w.), there is a unique us € V(;:)
solving

%s(usy Ue) + "fa/

Q

%mmmm—ﬁﬁmmmm+/%@mwumm
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for all ve € V(2;7e). Moreover, u. satisfies
celltellvian. < IfellLz) + [19ellLz . w.)-

(i) If

sup
e>0

< 00,
Lo ()

[ oy

then there exist ¢, C,k > 0 such that for every e > 0, we have

CHUEH%(QWE) < %5(2}5705) + K/S')U?(x) dz < C|‘U€||%/(Q;'ys) fOT' Ve € V(Qa ’76)7

and such that for every f. € L2(Q) and g- € L2(I'z, w.) there is a unique u. € V(£2;7:) solving

~

Be(ue,ve) + # /Q e (v (x) d = /Q o (2o () da + / 0e()ve (y)we (y) dy

€

for all ve € V(2;7:). Moreover, u. satisfies
CaHUaHV(QWS) < er”L?(Q) + H96HL2(FE,w5)-

(113) If (Ve )es0 € () is a family of symmetric functions, then there exist a zero sequence (y,)neN
in (0,00) such that for every n € N and for every f., € L2(Q) and g., € L*(T.,,w.,) with

/Q fon() do + /F a0 () =0

there is a ue, € V(€;7,,) solving

B (ue,,v.,) = /Q for (2)ve, (2) da + / 0o (9o (Wwer (9) dx for ve,, € V(7).

&n

Moreover, u., is unique up to an additive constant and there is a constant ¢ > 0 with

clju — UQH%/(Q;%H) < Be(ue,, ue,) < ||f6HL2(Q) + ||9€||L2(F€,w5)-
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Proof.

Let € > 0 be given. For every v.,u. € V(€;7.), we have by the Holder inequality that
(0e) =5 [ [ (@) = 0ol 2) ve(e) = velw) dy e
+ [ [ @elaetan) = et a) ws(e) = ve() dy o

//Rd ve (@) = ve(y)) e (y, ¢) dy dz

ve(y)) (e (@, y) — ey, ) dy dw

Q JRd
i d<ve<w> — 0.() Py ) dy (115)

5 ),

//]Rd x)dydx

//R<

>4//Rd 0(2) = v ()2 (y, @) dy de
JCRL

‘ /vg(:c) dz
Lo (Q) /0

Blues )| < [ [ (0u(0) = v (o)) () = )3 2) dy

x) - Us(y))2’75(yv x) dydx

Y

and

ue () (ve () — ve(y)) (e (2, y) — Ve (y, ) dy dz

Q JRd

< H/ ke(y,-)dy
Rd

Consequently, (i) and (i7) follow by (11.5) and the Lax-Milgram Theorem (see Evans [6, 6.2.1. Lax-
Milgram Theorem.|). If (7z)es0 € IC(Q), then for € > 0, we obtain

e(Ve,ve) == // ve(z) — ve(y (y,x)dydx
+/ /(Ue(x) —0=(y))*y(y, z) dy dz
//Rd ) = ve(y))*(y, #) dy dz

Ve () — ve(y ))2
0:(y —x)dydex
STNRS o

ve(x) = ve(y))* 0e(y — @)
f dyd holds fi V(£2;7:).
1n [oellr Rd)Q//Rd |z — yl2 ng‘|L1(Rd) ydx olds for v. € V(£2;¢)

Then, (ii7) is a consequence of either by Theorem [11.12{ or Theorem [11.13|and Theorem O

e llv(@ne) lvellviesme) -

Le(Q)

Finally, we present our main results.
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Theorem 11.17.
Let Q C R? be a bounded Lipschitz domain and (v:)e>o € K(Q) satisfy

< Q.
L (Q)

/Rd Yi(ve(y++) ==y +-,-) dy

For e >0, let k. in KC satisfy sup.~q HfRd (y, - dyHLoo < 00,

x,y) — x))?
ke(y,z) >0, and (7 "Z;)E(y 7;)(?/’ ) < e(y, z) for a.e. (y,z) € {RYxQ: |y(y, z)—~(z,y)| > 0}.

If (ug)eso is a family with

ue € V(;7:) fore >0 and  sup [Juc|viany.) < oo,
e>0

then there is a zero sequence (gn)nen in (0,00) and a unique u € HY(Q) with
lim [Jue, — ullL2(q) =0
{—00
and hm %5 Uge /Z +Zbk 8 v(z)dx
N e\tee ¥ 52 @i 831:Z 8% 8%
for allv € HY(RY) where fori,j,k =1,...,d the functions a; ;, by are the unique function in L>(Q)

solving

{—00

) 1
and Ehm </ iyk(%é(o,er.)—’75@(y+~,.)) > / bi(x
—o0 Jq R4 Q
for all T € L1 ().

i [ ([ et +e.0a) <>dx—/aw< yr(a)ds

Proof.

First we recall that there is a bounded extension operator E: H'(Q) — H'(R?) (see |19, Theorem
13.17]) and for € > 0 and for all v, € V(€2;.), we obtain

1)5 - Ua ))2
Rd (ve(z) — )) Y(y,z)dydx > Rd ||3j —y|? ety =) duda
v - )) Qa(y )
mf . , / / e( e dy dx.
| 0e It (ray e yx —yl? eelliire

(11.6)
By Theorem there is a zero sequence (g,)nen in (0,00) such that for 4,5,k = 1,...,d the
functions a; ;, b, € L>(Q) are well-defined and such that for all v € H(Q) and all v € H!(R?) we
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have
i (3 [ [ (Bute) - Butr) o) — vl )y
+ / (te, () — 102, () (0(2) — () 31, 2) dydx)
RA\Q
0
/ E a; j(x 8:6 )% v(z)de.
i,j=1 ! J
and
0
hm ‘Bge (Eu,v) / le i GJ:Z 8333 +Zbk 81'] v(x)dz  for all v e HY(RY).

Due to (11.6)) either Theorem [11.12| or Theorem [11.13|is applicable and we further see that there

are constants ¢, C' > 0 with

9 2 1
i — . < for all H*(Q).
/HVU )2 dz < / E a; j(x 8% )axju(a:)dx C’/QHVU(:L‘)H dz for all w € H*(Q)

3,j=1

Then, by either Theorem [11.12| or Theorem [11.13|and Lemma [11.15] we without loss of generality
assume that there is a function v € H () satisfying

Jm lue, — ullr2() = 0

and

for all v € HY(R?). Therefore, it remains to show that

. 1
s (2 /Q /Q e, () (0(x) = 0()) (e, (@, y) = 72, (y, ) dy da
+ /Q /Rd\g Ug, (.%')(U(SU) - v(y))(’yw (J:‘, y) — Yey (y, .1‘)) dy d$>

d )
_ /Q > by(z)u(e) 5 o(@) do
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holds for all v € H'(R%). However, this follows by
(5 [ [ 10 = wlloto) = o)l (.00 = e 9 dy
+ / /R e ) = uo(2) = 00 :9) = 70 o)
<[] @) = wlalloGe) = ol o5) = (0. )] dyda

1
2
/ ko(y,-) dy
Rd

L ()

<C'sup
e>0

[[ue, — ull2() vl re)

where C' > 0 only depends on (7:):>0 € K(€2). O

Corollary 11.18.
Let Q C R? be a bounded Lipschitz domain and (V:)e>o € KC(Q) satisfy

< Q.
Lo ()

yz Ye(y+-) =y +-,-))dy

5>0

For e >0, let k. in KC satisfy sup.~q HfRd (y, - dyHLoo < 00,

(ve(,y) — 7e(y, x))?
ke(y, x)

If Kk > 2sup.q HfRd (y, dyHLOo holds, then for every family (f-)eso in L2(Q), there is a
unique family (ue)eso where for e > O the function us € V(Q;7:) solves

ke(y,x) >0 and <y, ) for ace (y,z) € {RT x Q: |y(y, z) —v(z,y)| > 0}.

%6(%,@8) + Ii/

ue (z)ve(x) do = / fe(@)ve(z)dx  for ve € V(;7:)
Q Q

and satisfies
[uellviem.) < 4l fellLz@
If we further have
sup I fellrz(@) < oo,

then there exists a zero sequence (g¢)en and a unique function u € HY () with

lim Jue, — ullL2q) =0,
l—00

d
0 0
hm %Ez Ug,, U / E a;j( 8% )8—%@@) + E bk(x)u(m)a—%v(:z:) dz,
k=1

1,j=1
0 d )
and / ;law 8% )8x]v(x)+};bk(a:)u(x)&zjv( )dx-i-/ﬁ/gu(a:)v(a:)da:
Z/f(x)v(ac)dx
Q
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for all v € HY(RY) where for i,j,k = 1,...,d the functions a; ;, by, € L>®(2) and f € L?(Q) are
defined by

1
lim ( [ gyt +a.) dy) rw)de = [ any@)ra) da
o \Jrd 2 Q

l—00

lim (/d ; ('Yaz( Y+ ) — 7€z(y+ , '))dy> r(z)da = blg(w)T(ac) &

l—o0

ond  Jim / foo(@)(a) dz = /Q Fa)o(z) do

for 7 € LY(Q) and ¢ € L2(Q).

Proof.

The existence and uniqueness of the family (uc)e>0 is given by Theorem [11.16{ Furthermore, there
are constants ¢, C' > 0 with

d
2 2
/‘w )| dx</ Z“W axz )a ' x)dxgc/ﬂnvu(x)n dz

,Jl

0
ad e [ [Vula)|Pde < [ S a(o) ) +Zbk v) o u(r) dr
7 i J

=1

<c/ V()| d
Q

for all u € H'(Q).

Then, the statement follows by Theorem [11.17], the existence of the a bounded extension operator
E: HY(Q) — HY(RY) (see [19, Theorem 13.17]), and due to the fact that every bounded sequence
in a Hilbert space has a weakly convergent subseqence. O

Corollary 11.19.
Let Q C R? be a bounded Lipschitz domain and (Ve )e=o € K(Q2) such that . is symmetric and that

the nonlocal Poincaré inequality holds on V(§2; ) for every e > 0. Assume that P > 0 is for every
e > 0 a Poincaré constant. Then, for every family (f:)eso in L2(Q) with

/fe(:n)dm =0 foralle >0
Q

there is a unique family (uc)e>o where for e > 0 the function u. € V(§2;:) solves

Be(ug, ve) = / fe(z)ve(x)dx  for v. € V(2;7¢)
Q
and satisfies

/ng(x) dz =0 and [lucllvian.) < (P + Dl fellLz o)

If we further have
sup || felr2(q) < oo,
e>0
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then there exists a zero sequence (¢)sen and a unique function u € HY () with

/Q u(z)dz = 0,

elggo |ue, — ullr2) = 0,

. 0 0
e&r(r)lo%w(uw,v) = Aijglaz,](x)axiu(x)axjv(x) dz,
and /Zam 03}1 ) dx—/f

1,7=1

for all v € HY(RY) where fori,j = 1,...,d the functions a; ; € L>°(Q) and f € L2(Q2) are defined
by

lim ( [, ;yzynq(yﬂx)dy) r)de = [ ay(r(e)ds

£—00

and hm/fae )dx:/ﬂf(ac)w(x)dx

for T € LY(Q) and ¢ € L2(Q).

Proof.

The existence and uniqueness of the family family (u.)esq is given by Theorem Furthermore,
there are constants ¢, C' > 0 with

d
2 2
/ [Vu(z)]]*de < / E ai j(x (9% )(9 -u(r) dz < C/QHVU(.%’)H dz

i,7=1
for all u € H(Q).

Therefore. the statement follows by Theorem [11.17] the existence of the a bounded extension
operator E: H(Q2) — HY(RY) (see [19, Theorem 13.17]) and due to the fact that every bounded
sequence in a Hilbert space has a weakly convergent subseqgence. O

We only obtain the existence of a subsequence which converges due to the coefficients. If these
coefficients converge to a limit, then we obtain a stronger convergence result.

Corollary 11.20.
Let Q C R? be a bounded Lipschitz domain and and (v:)eso € K(Q) satisfy

< 00.
Leo ()

/Rd Yi(e(y+) =y +-,-))dy

For e >0, let k. in KC satisfy sup.~q HfRd (y, dyHLoo < 00,

z,y) — Ye(y, x))?

(7e(
ke(y,z) >0, and
(v 7) ke (y, @)

< e(y, @) for ace. (y,2) € {R*xQ: |y(y, z) —y(z, y)| > 0}.
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If k > 2sup,.+ HfRd (y, - dyHLoo(Q holds, then for every family (f:)eso in L2(2) there is a unique
family (ug)eso where for e > 0 the function us € V(£2;7:) solves

%E(U/Ea 'Ue) + K;/ u5($)vg($) dz = /Qfs(x)ve(li) dz  forwve € V(Q§ '75)'

Q

and satisfies
[uellvioi.) < 4llfelliz o)

And if we further assume that for i,5,k = 1,...,d there are functions a;j, by, € L*°(2) and a
function f € L2(Q) with

e—0

lim (/dgykwa( v = el D)) (oo = [ el ds

and ilg(l]/fe dx:/gf(:n)i/)(x)dm

for all T € LY(Q) and all ¢ € L%(Q), then there is a unique function u € H'(Q) with

lim A </Rd %y, yive(y + x, x) dy) T(z)dr = /Qai7j(x)7'(x) dx

lim fJue — ullLe) =0,

d 9 9 d o

hm‘B (ug,v) = /Q”Z::Iau(x)({mu(a:)a%v(a:)—i—l;bk(a:)u(x)ax]v(a:) dz,
8
and /leaz,] 8@'2 8% —I—Zbk 830] (x)dx—ﬂi/gu(x)v(x)dx
:/f(:v)v(:v)dx
Q

Proof.

This statements is a consequence of Corollary [11.1§] and the fact that every subsequence has the
same unique limit. ]
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Notation

General notations

A
{:)
]
1]
B, (x)

2l

o002

9)

Lebesgue measure

Dot product on R?

Absolute value of z € R

Euclidean norm on R?

Open ball of radius r > 0 centered at the point x
Closure of V(£2;) with respect to [|-||r2(q), page 93
Closure of  C R? with respect to ||-||

Topological boundary of 2 C R? with respect to |||

Average of u € L1(Q) , page 27
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Alphabetical Index

Absolutely continuous,

Bilinear form
<'a '>V(Q;'y)v
{5 V(@)
B,

B,
Dual space,
Evolution triple,

Function space
V(Q2;7),
V(§;),
H(0,T; B),
HY(0,7T;B; H),
Lr(0,T; B),

Kernel
+". 16
K,
K(Q),[116
K(Q),[101

K(Q), [116
K, [69)

regional, [6]
symmetric, [0]

Nonlocal boundary
I', 20
Q[
(82, 7), 6
I,

Nonlocal inequality
Friedrich’s,
Poincaré, [35]

Operators

..
N, B

Problem
Neumann, [7]

regional,
Robin, [0]

Solutions
regional, [59|
weak Neumann,
weak regional, [55]
weak Robin,
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