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Abstract 

There is no longer any doubt about the general effectiveness of psychotherapy. However, up 

to 40% of patients do not respond to treatment. Despite efforts to develop new treatments, 

overall effectiveness has not improved. Consequently, practice-oriented research has emerged 

to make research results more relevant to practitioners. Within this context, patient-focused 

research (PFR) focuses on the question of whether a particular treatment works for a specific 

patient. Finally, PFR gave rise to the precision mental health research movement that is trying 

to tailor treatments to individual patients by making data-driven and algorithm-based 

predictions. These predictions are intended to support therapists in their clinical decisions, 

such as the selection of treatment strategies and adaptation of treatment. The present work 

summarizes three studies that aim to generate different prediction models for treatment 

personalization that can be applied to practice. The goal of Study I was to develop a model for 

dropout prediction using data assessed prior to the first session (N = 2543). The usefulness of 

various machine learning (ML) algorithms and ensembles was assessed. The best model was 

an ensemble utilizing random forest and nearest neighbor modeling. It significantly 

outperformed generalized linear modeling, correctly identifying 63.4% of all cases and 

uncovering seven key predictors. The findings illustrated the potential of ML to enhance 

dropout predictions, but also highlighted that not all ML algorithms are equally suitable for 

this purpose. Study II utilized Study I’s findings to enhance the prediction of dropout rates. 

Data from the initial two sessions and observer ratings of therapist interventions and skills 

were employed to develop a model using an elastic net (EN) algorithm. The findings 

demonstrated that the model was significantly more effective at predicting dropout when 

using observer ratings with a Cohen’s d of up to .65 and more effective than the model in 

Study I, despite the smaller sample (N = 259). These results indicated that generating models 

could be improved by employing various data sources, which provide better foundations for 

model development. Finally, Study III generated a model to predict therapy outcome after a 

sudden gain (SG) in order to identify crucial predictors of the upward spiral. EN was used to 

generate the model using data from 794 cases that experienced a SG. A control group of the 

same size was also used to quantify and relativize the identified predictors by their general 

influence on therapy outcomes. The results indicated that there are seven key predictors that 

have varying effect sizes on therapy outcome, with Cohen's d ranging from 1.08 to 12.48. The 

findings suggested that a directive approach is more likely to lead to better outcomes after an 

SG, and that alliance ruptures can be effectively compensated for. However, these effects 
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were reversed in the control group. The results of the three studies are discussed regarding 

their usefulness to support clinical decision-making and their implications for the 

implementation of precision mental health. 
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1 Introduction 

Psychological disorders are prevalent in all cultures worldwide and account for a large 

proportion of the disease burden. In 2010, mental and substance use disorders accounted for 

over 183 million (7.4%) of all disability adjusted life years worldwide. Such disorders 

accounted for 8.6 million years (0.5%) of life lost to premature mortality and over 175 million 

(22.9%) of all years lived with disability, illustrating the impact of psychological disorders on 

society (Whiteford et al., 2013). These findings are further supported by the World Health 

Organization, which predicts that depressive disorders will be the most common cause of 

illness by 2030 (World Health Organization, 2008). In order to reduce these alarming 

numbers, psychotherapy plays a fundamental role in the care and treatment of psychological 

disorders being an effective and cost-efficient form of treatment (e.g., Barkham & Lambert, 

2021; Ewbank et al., 2020; Lazar, 2014).  

Psychotherapy is to be understood as a group of scientifically based procedures and 

methods for the treatment of mental illnesses and relevant psychological factors in physical 

illnesses (Strauß, 2021). Further, it is an interpersonal treatment with psychological methods 

based on empirically founded psychological concepts. Hereby, the goal is to change behavior, 

cognitions, emotions and other characteristics in accordance with the patient’s wishes 

(Wampold & Imel, 2015). Over the past decades, many studies have demonstrated the 

efficiency and effectiveness of psychotherapy for the treatment of psychological disorders 

(Barkham & Lambert, 2021; Mohr et al., 2014; Wampold, 2019). However, only about 60–

69% of all patients have a positive outcome, meaning that about 31–40% of all patients have 

no improvement or even deteriorate during therapy (Barkham & Lambert, 2021; McAleavey 

et al., 2019). Furthermore, approximately 20% of all patients drop out of therapy (Swift et al., 

2017), often due to deterioration or non-response (Lutz et al., 2014).  

As a result of these numbers, the practical relevance of treatment-focused research has 

been increasingly criticized (Kazdin, 2008; Rothwell, 2005), leading to the development of 

practice-oriented research (POR; Castonguay et al., 2021). One branch of this research 

focuses on the prediction of complex therapeutic events such as treatment discontinuation, 

sudden gains (SGs), or treatment outcomes in the context of patient-focused research (PFR; 

Lutz, de Jong, et al., 2021). One goal here is to generate useful predictions that can be applied 

directly in clinical practice to improve treatment outcomes by providing the therapist with 

clinical support tools (e.g., Boswell, 2020; de Jong et al., 2021; Lutz, de Jong, & Rubel, 2015; 

Lutz, Deisenhofer, et al., 2022; Lutz, Zimmermann, et al., 2017). Since therapists are often 
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inaccurate in their predictions (Ægisdóttir et al., 2006; Chapman et al., 2012; Macdonald & 

Mellor-Clark, 2015), comprehensive data acquisition and methodology is necessary (Kessler 

et al., 2019) to generate individual predictions for the individual patient in the sense of a 

precision mental health procedure (e.g., Z. D. Cohen & DeRubeis, 2018; Kessler et al., 2017; 

Lutz, de Jong, et al., 2021; Lutz, Saunders, et al., 2006).  

For this reason, new methodologies have emerged in PFR, namely machine learning 

(ML) algorithms, that can handle large data sets to further improve individualized predictions 

(e.g., Delgadillo, 2021; Delgadillo & Lutz, 2020). Nevertheless, in addition to numerous 

positive opinions (Aafjes-van Doorn et al., 2021; Chekroud et al., 2021; Kessler et al., 2019; 

Taubitz et al., 2022), there is also criticism that questions the usefulness of ML or calls for 

more research (Liu et al., 2019; Makridakis et al., 2018; Wilkinson et al., 2020). 

This umbrella therefore summarizes three studies that used advanced methodology and 

machine learning to make individualized predictions in the sense of precision mental health 

for common and highly relevant therapeutic events. 

Study I (Chapter 5) described the generation process of a predictive dropout model 

using ML and self-report data assessed prior to the first session that can be implemented into 

clinical practice, also revealing critical factors that increase the risk of dropout. In addition, it 

reviewed numerous ML algorithms in terms of their predictive performance in a naturalistic 

psychotherapy setting, identifying those that are appropriate for naturalistic data. 

Study II (Chapter 6) then used and extended these findings to generate another dropout 

model, using data from the first sessions as well as observer ratings regarding therapist 

competence and adherence (Boyle et al., 2020) to investigate whether these ratings improve 

the prediction of subsequent dropout. 

Study III (Chapter 7) extended the prediction process to therapy outcome. Here, ML 

was used to examine which factors fostered symptom improvement after a sudden gain (SG). 

Additionally, a control group that did not experience a SG was used to quantify the effects of 

the identified outcome predictors after a SG. 

Before the three studies are described in more detail, a short theoretical overview is 

provided from which the specific research questions were derived. After formulating the three 

main research questions, the basic methodology of the three studies is presented. The main 

section of this umbrella provides a summary of the studies and is followed by a general 

discussion that addresses future research directions and clinical applications. 
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2 Theoretical Background 

Psychotherapy as a form of treatment for mental illness first became popular at the 

beginning of the 20th century in the form of psychoanalysis (Norcross et al., 2011). Today 

there are several hundred different psychotherapy orientations, which differ more or less from 

each other with regard to certain aspects (McAleavey & Castonguay, 2015). Nevertheless this 

umbrella understands psychotherapy as “a class of treatments defined by overlapping 

techniques, mechanisms, and proposed outcomes” (Castonguay et al., 2013; p. 87). This 

definition clarifies the focus of this work, as the results pertain to applications for clinical 

practice independent of the treatment approach. Furthermore, the definition implies the 

paradigm shift that psychotherapy research has undergone. In the past, the primary focus of 

research in psychotherapy was to determine the average efficacy and effectiveness of specific 

approaches. However, the current focus has shifted towards identifying therapeutic strategies 

and techniques that are effective for specific patients, as well as understanding the factors 

within routine care that contribute to positive outcomes (Lutz, Castonguay, et al., 2021). This 

characterizes the shift from a treatment-focused to a patient-focused research paradigm. 

2.1 Shifts and Developments in Psychotherapy Research 

Eysenck (1952) began the first major psychotherapy research debate by claiming that 

psychotherapy was no more effective than spontaneous remission. After countless studies, 

reviews and meta-analyses, this claim can be impressively refuted (Barkham & Lambert, 

2021; Carpenter et al., 2018; Munder et al., 2019; Smith & Glass, 1977; Wampold, 2019).  

After the debate about the general efficacy of psychotherapeutic treatment, research 

interest shifted to the relative efficacy of different treatment approaches (Luborsky & Singer, 

1975; Lutz, Castonguay, et al., 2021). This led to the emergence of two camps, one trying to 

prove that their treatment approach is the most effective one and the other assuming that there 

are no significant differences in effectiveness between different therapeutic approaches 

(Wampold & Imel, 2015). Through this debate, the latter camp developed the common factors 

model (Wampold, 2001, 2015), which posits that all treatments are influenced by certain 

shared factors. Although current studies tend to support the common factors theory, as that 

there are no differences in average effectiveness (American Psychological Association, 2019; 

Elkin et al., 1989; Laska et al., 2014; Nahum et al., 2019), this debate has yet to be fully 

concluded (Cuijpers et al., 2019; Hofmann & Barlow, 2014; Laska et al., 2014).  
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 The two debates described above can be seen within the context of treatment-focused 

research, which includes two different study approaches, namely efficacy trials and 

effectiveness trials. Both concepts refer to the ability of therapeutic interventions to produce 

positive outcomes for patients. Efficacy is often defined as the demonstrated impact of a 

treatment under ideal conditions. Here, randomized controlled trials (RCTs) are considered 

the gold standard for ensuring internal validity and are often used to establish various 

treatment guidelines (British Psychological Society, 2010; Härter et al., 2017; Wampold & 

Imel, 2015). Nevertheless, RCTs have been criticized for their lack of practical relevance 

(Rothwell, 2005; Shean, 2014) and for expanding the scientist-practitioner gap (e.g., Barkham 

& Mellor-Clark, 2003; Kazdin, 2016; Lutz, 2002). As a result, the number of naturalistic 

studies testing the effectiveness of treatments under routine care conditions have increased. 

This effort to narrow the scientist-practitioner gap and disseminate research findings in the 

sense of evidence-based practice, led to the emergence of so-called empirically supported 

treatments (Chambless & Ollendick, 2001; Herbert, 2003). Subsequently, various therapy 

manuals and guidelines for practitioners have been developed and made available to clinicians 

(e.g., Christophersen & VanScoyoc, 2013; Foa & Rothbaum, 2001; Hayes et al., 2011; 

Linehan, 1993; Mufson, 2011; Shapiro, 2001; Yalom & Leszcz, 2020). Despite efforts to 

bridge the gap between research and clinical practice by conducting effectiveness trials and 

developing therapy manuals, a disconnection between scientists and practitioners remains. 

This could be because it takes a significant amount of time for treatment-focused research 

findings to be disseminated to clinicians through guidelines and manuals (Lutz, de Jong, et al., 

2021). Furthermore, treatment-focused research typically only focuses on group averages and 

fails to address individual patient needs (Howard et al., 1996). Therefore, clinicians cannot 

rely solely on treatment-focused research to provide answers to basic questions, making 

treatment-focused research inapplicable to individual cases (Barkham & Margison, 2007).  

To address these issues and narrow the scientist-practitioner gap, a new research 

direction, namely POR, was established. This research direction “reflects a bottom-up 

approach to building and using scientific knowledge” (Castonguay et al., 2021; p. 192). POR 

is intended to increase clinicians’ integration into research and is “complementary to studies 

that are conducted in controlled settings” (Castonguay et al., 2021; p. 191), whereby 

Castonguay et al. (2013) distinguishes three approaches to POR. First, there is practice-based 

evidence, which primarily focuses on factors that foster change in psychotherapy. Second, 

practice research networks (PRNs) that refer to active groups of clinicians that cooperate to 

collect data and conduct research studies. Third, patient-focused research that examines 
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patients’ patterns of change and supports therapists in their decision-making based on 

scientific methods. The focus of this field of research is the individualization of therapy for 

the patient at hand (Lutz, de Jong, et al., 2021). The studies summarized in this umbrella were 

conducted in the context of PFR (i.e., individualization).  

2.2 Patient-Focused Research in Psychotherapy 

As described above, approximately 60–69% improve in therapy, which means that 

approximately 31–40% do not benefit from therapy (Barkham & Lambert, 2021). 

Furthermore, there are indications that about 5–10% deteriorate in therapy (Hansen et al., 

2002). These figures demonstrate the great variability in therapeutic success and that 

treatment-focused research alone is not sufficient to improve therapy benefits. In the context 

of PFR, Howard et al. (1996) and Lutz (2002) argued for idiographic research to address the 

shortcomings of treatment-focused research and work to close the scientist-practitioner gap. 

One goal is to gather data from individual patients prior to and during treatment to support 

clinical decision-making and predict their progress.  

These predictions are derived from extensive data collected from prior studies or 

routine clinical care that has led to the development of empirically-derived statistical models. 

These models are made accessible to clinicians and aim to enable psychotherapists to monitor 

and predict treatment progress and to adjust psychotherapy in order to improve treatment 

outcomes (Lutz, de Jong, et al., 2021).  

This results in a data-driven decision support system for clinicians that considers the 

individual needs of each patient and follows empirically supported rules (Lutz, Deisenhofer, 

et al., 2022; e.g., Lutz, Zimmermann, et al., 2017; Norcross & Wampold, 2011). Furthermore, 

these predictions can help identify patients who are at risk of dropping out or deteriorating 

during treatment (Lutz et al., 2019; e.g., Lutz et al., 2018). In this regard, this research 

paradigm provides a sophisticated connection between the nomothetic and idiographic 

approaches in psychological evaluation and treatment and shares many similarities with 

current ideas in precision medicine or precision mental health (Lutz, de Jong, et al., 2021; 

National Research Council, 2011).  

2.3 From Personalized to Precision Mental Health 

 Personalized mental health is an approach to psychotherapeutic treatment in the sense 

of patient-focused research. It aims to optimize treatment trajectories and outcomes by 

personalizing assessment, diagnosis, and treatment strategies based on patients’ unique 
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factors. This approach to therapy replaces the conventional method of searching for a one-

size-fits-all treatment. Instead, it focuses on tailoring therapy to meet the specific needs of 

each individual patient (e.g., Z. D. Cohen et al., 2021; Z. D. Cohen & DeRubeis, 2018; 

DeRubeis et al., 2014; Lutz, Saunders, et al., 2006).  

Via these personalized treatment approaches, researchers have now begun picking up 

on what clinicians have been doing for years. However, clinicians’ decisions were based on 

intuition rather than empirical evidence (Perlis, 2016). Z. D. Cohen et al. (2021) outlined four 

sources/levels in a developmental continuum of personalized treatment. The first level, as 

described above, relies on clinicians’ intuition rather than theory- or data-driven sources, 

making it highly error-prone. The second level is theory-driven, which is more systematic and 

mindful of research evidence, but still relies heavily on clinical opinion and indirect evidence 

(cf. Ong et al., 2020). The third level is characterized by an evidence-driven approach, where 

clinical decision are informed by data and evidence, but without solely relying on it. The use 

of data serves as a tool or benchmark and is combined with clinician’s insight and experience 

(e.g., Demir et al., 2022; Lutz, Zimmermann, et al., 2017; Schaffrath et al., 2022). The last 

and most advanced level/source is data-driven, where therapy is heavily guided by objective 

data to inform the treatment plan. The goal of data-driven personalization is to make the 

treatment process more objective and less reliant on intuition or personal experience. Data-

driven approaches are based on statistical algorithms and are thus highly standardized and 

reproducible.  

In recent years, many studies have shown the superiority of data-driven clinical 

decision making, for example in selecting the treatment intensity (Delgadillo et al., 2022; 

Delgadillo, Appleby, et al., 2020; Lorenzo-Luaces et al., 2017; Saunders et al., 2020), the 

treatment package (Deisenhofer et al., 2018; DeRubeis et al., 2014; Huibers et al., 2015; Lutz, 

Saunders, et al., 2006; Schwartz et al., 2021), and the treatment components or techniques 

(Lutz, Deisenhofer, et al., 2022). Furthermore, clinical decision-making is often outperformed 

by data-driven statistical prediction models (Ægisdóttir et al., 2006), especially for less 

experienced clinicians (Spengler et al., 2009).  

In addition to determining outcomes, data-driven clinical decision making can help 

identify patients who have an increased risk of dropout, so that interventions to increase the 

likelihood of retention can be initiated (Lutz et al., 2019; Lutz et al., 2020). These studies 

have typically employed large datasets and ML algorithms, as they are capable of analyzing 

complex patterns in data. Given the superiority of these data-driven approaches, this final 

level/source of personalized treatment or personalized mental health is often referred to as 
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precision mental health, as they use extensive data and advanced methodology (Z. S. Chen et 

al., 2022; Insel, 2014). Precision mental health can thus be allocated to the research tradition 

of PFR, which aims, among other things, to maximize each patient’s likelihood of 

improvement by implementing research findings directly into clinical practice. 

According to Lutz et al. (2019), two branches of precision mental health can be 

distinguished: prediction and adaptation. Prediction involves constructing data-driven 

prognostic models to identify patients who are at risk (e.g., deterioration or dropout). 

Adaptation involves using data collected during treatment to assess a patient’s progress in 

“real-time” and adjust the treatment plan accordingly. As the studies within this umbrella 

focus on prediction, this stage will be examined in greater detail. 

2.4 Prediction 

 In clinical contexts, prediction or prognostic modeling refers to the process of using 

data and statistical models to estimate the likelihood of a certain course of treatment or 

outcome for a patient. This can include, for example, predicting the likelihood of a patient’s 

response to a particular treatment or the risk of dropout. Therefore, prognostic models can be 

defined “as any models that are constructed in a way that aims to predict an outcome of 

interest for a specific population” (Z. D. Cohen et al., 2021; p. 690 ). Usually, adequate 

prediction of prognostic endpoints (e.g., end of therapy), generally requires multiple 

prognostic factors (Steyerberg et al., 2013). The  PROGnosis RESearch Strategy 

(PROGRESS) group defined a prognostic factor as “any measure that, among people with a 

given health condition (that is, a start point), is associated with a subsequent clinical outcome 

(an endpoint)” (Hemingway et al., 2013). Therefore, prognostic factors help inform clinical 

and therapeutic decisions either directly or as part of prognostic models for individualized risk 

or outcome prediction (Riley et al., 2013).  

Such prognostic models have been able to predict treatment outcome in obsessive-

compulsive disorders (Hilbert et al., 2021), psychotic disorders (Koutsouleris et al., 2018), 

depressive disorders (Lee et al., 2018) and in disorder heterogeneous samples (Bone et al., 

2021; Hilbert et al., 2020). Further, Kessler et al. (2016) were able to predict the persistence 

and severity of depressive disorders. Also, prediction models have been developed for internet 

therapy (Pearson et al., 2019) and long-term effects on depression treatment (van Bronswijk et 

al., 2019). However, the literature on predictors of psychotherapy outcome is diverse due to 

differences in the data used for the models. Replicated predictors include initial impairment, 

disorder chronicity, treatment expectation, and number of prior treatments (Constantino et al., 
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2018; Lutz et al., 2007; Lutz et al., 1999; Lutz et al., 2019). Besides treatment outcome, early 

response during the first sessions of therapy and the probability of treatment dropout have 

also been predicted (Lutz, Arndt, et al., 2017; Lutz et al., 2014; Lutz et al., 2019). Reliable 

prediction models can aid therapists in their treatment planning, allowing them to effectively 

identify patients at risk and allocate resources more effectively. 

In order to generate such prognostic models, sophisticated procedures are necessary 

that derive the important information from the data. Steyerberg et al. (2013) formulate three 

points for the generation of reliable prognostic models for clinical practice. First, the dataset 

used must be of high quality, meaning that it contains much representative data (e.g., 

naturalistic patient data from routine care) and reliable predictors that have an association 

with the target variable of interest. Second, there must be a sound statistical analysis plan that 

captures the interactions between all predictors and their influence on the target variable. 

Third, the model must be validated in independent datasets to prevent overfitting and to 

evaluate generalizability. These three points will be further described below.  

2.4.1 Data Requirements 

For the prediction of complex therapeutic phenomena, large amounts of data are 

needed, which has been referred to as big data (N > 1000; Delgadillo, 2021). Despite existing 

effects in psychological studies, these are often not detected due to statistical underpowering 

(Stanley et al., 2018). Therefore, sample size calculation can help improve the detection of 

existing effects and improve the generalizability of results (Archer et al., 2021; Riley et al., 

2019). Further, a large amount of data is needed to apply complex statistical methods (i.e., 

machine learning) that are able to assess complex associations and high-level interactions 

between predictors. 

With large collaborative projects in routine care, the assessment of big data in 

psychotherapy research is becoming increasingly feasible. For instance, in the UK, data is 

regularly gathered from 200 outpatient psychotherapy services as part of the Improving 

Access to Psychological Therapies (IAPT) program (Clark, 2018; Wakefield et al., 2021), 

while in Germany, a significant project with the health insurance company Techniker 

Krankenkasse (TK) has collected data from private practice psychotherapists (Strauss et al., 

2015). Additionally, university clinics have collaborated to collect their data in a project that 

coordinates data collection and analysis at research and training outpatient clinics for 

psychotherapy (KODAP; Velten et al., 2017). In addition to assessing more patients to 

increase the size of data sets, more data can also be obtained by measuring individual patients 
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more frequently, for example, before and after each session (Lutz et al., 2019). This improves 

data resolution, possibly revealing effects that would otherwise remain hidden. 

In addition to data quantity, data quality is equally important for prediction purposes. 

A key consideration is whether the data set, regardless of its size, contains appropriate 

predictors that are associated with the target variable (e.g., the outcome of a treatment). For 

example, psychological disorders are not homogeneous, which makes it difficult to capture 

them using unidimensional (e.g., PHQ-9) instruments (Lutz, de Jong, et al., 2021). 

Nevertheless such scales are often used in research despite the fact that unidimensional 

measures with the same label do no not necessarily measure the same construct (Böhnke & 

Croudace, 2016; Fried, 2017). Therefore, new approaches like modern item response theory 

address this problem by enabling the development of common metrics (see Lutz, de Jong, et 

al., 2021; Wahl et al., 2014). Further, to improve data quality for prediction, multidimensional 

measurements (e.g., OQ-45) are more suitable, because of their ability to cover a wider range 

of problems, as is common in clinical studies (Hill & Lambert, 2004).  

Additionally, all moderating predictors should be assessed, if possible. For example, 

patients from different ethnic backgrounds may understand and answer items differently (e.g., 

Wetzel & Böhnke, 2017), making it clear that predictors must be included, which moderate 

other predictive variables. Moreover, different assessment sources should be used (e.g. self-

report measurements and observer ratings), as they do not necessarily overlap in their 

findings, even when they target the same construct (Stepankova Georgi et al., 2019).  

In summary, for a reliable prediction model, it is essential to have sufficient and 

appropriate data, to include as many relevant predictors as possible, and to consider different 

sources of data assessment. 

2.4.2 Statistical and Analytical Requirements 

 In order to analyze such big data, new methodological approaches are needed that can 

take the size and complexity of the data into account. One important development is the 

integration of ML algorithms into psychotherapy research (Chekroud et al., 2021; Delgadillo, 

2021; Lee et al., 2018). ML refers to a collection of modeling techniques that have the 

abilityto automatically learn from data, while also being able to effectively capture complex, 

non-linear relationships and high-level interactions (Brownlee, 2016).  

The advantages of ML over classic regression in mental health prediction have often 

been demonstrated (Kessler et al., 2016; Rosellini et al., 2018; Symons et al., 2020; 

Wardenaar et al., 2014; Webb et al., 2020). However, it can be challenging to select a specific 
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modeling approach, because of the abundance of recommendations (Adibi et al., 2020). For 

this reason, it is useful to build several prediction models with different approaches and 

compare them using cross-validation, a holdout test sample or bootstrapping (e.g., Delgadillo, 

Rubel, & Barkham, 2020; Hilbert et al., 2020; Lutz et al., 2019; Webb et al., 2020). Another 

approach to face this problem is the development of ensembles (i.e., pooling the information 

provided by different algorithms) to attain strong predictions (Kessler et al., 2019). 

In order to make ML algorithms work properly, adequate data pre-processing is 

necessary. Although ML is able to handle different scales of predictors, skewed distributions 

etc., appropriate data preparation can improve predictions. Normally, pre-processing includes 

transformation, reduction, imputation, variable selection, and balancing of data (Z. D. Cohen 

et al., 2021; Delgadillo, 2021).  

While transformation may be suboptimal for models that aim to discover complex or 

nonlinear patterns (e.g., decision trees), it can be helpful in certain contexts, depending on the 

data (Brownlee, 2016). The process of reduction includes making choices regarding the 

consolidation of several infrequent categories into a smaller number of more prevalent 

categories, with the aim of reducing the impact of biased results stemming from small sample 

sizes. Imputation is often used when a significant proportion of data is missing at random. 

However, if the missing data is systematic, an alternative method is to consider the missing 

data as a predictor. Variable selection is an important step and the basis of the modeling 

process. Ideally, only predictive variables are in the dataset, eliminating those that have no 

benefit for the prediction of the target variable. Because of varying recommendations and the 

difficulty to identify these predictors before the actual modeling process, Sauerbrei et al. 

(2020) published an extensive review on variable selection, outlining the strengths and 

weaknesses of different approaches. Last, balancing refers to the process of adjusting a dataset 

in cases where there is a class imbalance, such as when predicting an event with a low 

occurrence rate (e.g., dropout). This imbalance can negatively impact prediction accuracy 

(Japkowicz & Stephen, 2002). Various techniques can be employed to address this issue, 

including down-sampling, up-sampling, and synthetic sampling methods (Chawla et al., 

2002).  

Even with appropriate pre-processing, ML does not always have an advantage over 

more traditional methods (Bone et al., 2021; Christodoulou et al., 2019; Makridakis et al., 

2018; Rubel et al., 2020). Wilkinson et al. (2020) and Liu et al. (2019) argue that personalized 

medical care faces serious challenges that cannot be addressed by algorithmic complexity 

alone and that many studies have evaluated ML models under unrealistic conditions with little 
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relevance to routine clinical practice. Kessler et al. (2019) therefore proposed that large 

observational datasets rather than randomized controlled trials are needed to derive rules for 

routine clinical practice. In contrast to Wilkinson et al. (2020), the authors propose that ML 

methods, especially ML ensembles are very suited to this task.  

 Current findings have demonstrated that machine learning (ML) has significant 

potential for enhancing predictive accuracy. However, the circumstances under which this 

approach is most effective require further exploration. Additionally, previous studies have 

primarily focused on predicting outcomes, with less attention devoted to examining other 

therapeutic events like dropout. It therefore remains unclear whether such binary events can 

be predicted effectively. 

2.4.3 Requirements for Generalizability and Clinical Utility 

 In order for a predictive model to be utilized in clinical practice, it is necessary to test 

its generalizability (Steyerberg et al., 2013). The quality of the model must be assessed using 

performance parameters, and it is recommended to use multiple parameters to obtain a 

thorough evaluation (Delgadillo, 2021; Handelman et al., 2019). Additionally, it is crucial to 

ensure that the model is not overfitted. Overfitting is a problem that can occur when a model 

becomes too complex and starts to fit the training data too closely, to the point where it begins 

to capture noise and random fluctuations in the data rather than the underlying patterns (Rudin 

& Carlson, 2019). This means that the model performs very well on the training data, but 

when it is used to make predictions on new, unseen data, its performance is often poor. Cross-

validation (CV) is an effective tool to avoid overfitting, in which the data set is split into a 

training and a test set several times (Cawley & Talbot, 2010). While the training sets are used 

to generate the model, the test sets are used to evaluate them in order to reduce double dipping 

(i.e., performing variable selection and model fitting in the same sample, Fiedler, 2011; Vul et 

al., 2009). 

According to Delgadillo (2021), there are various levels of CV quality that determine 

clinical utility. On the first level, an internal CV is performed on the entire dataset. On the 

second level, the final test set is completely independent of the modeling process. On the third 

level, the test sample is obtained from a different study or context (i.e., a holdout sample), 

while on the final level, the model is prospectively tested on a new sample. Good protection 

against overfitting is necessary to ensure and evaluate the practicability of a model. 

Next, based on the theoretical background described above, the dissertation’s main 

research questions are described. In the following, the associated basic methodological 
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features are introduced. Subsequently, the three research studies that address the presented 

research questions are summarized and discussed. 
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3 Research Questions 

As described above, to date there are comparatively few prediction models addressing 

dropout. Furthermore, there are various recommendations regarding the use of the huge 

number of different algorithms and ensembles. Therefore, under consideration of past 

research and recommendations on prediction and personalization in naturalistic contexts, 

Study I pursued the following questions: 

3.1 Study I 

1. Do machine learning algorithms and ensembles generate prediction models that have 

comparable abilities to predict dropout in a naturalistic CBT setting, or are there 

significant differences between them? 

2. Can the most effective prediction model validly predict dropout prior to the first 

session, and to what extent does it outperform a generalized linear model? 

 

As specified in the theoretical framework, incorporating data from different 

assessment sources can be useful for prediction modeling. Thus, Study II intended to leverage 

the findings of Study I to address the subsequent research question: 

3.2 Study II 

1. Can the inclusion of observer video ratings of therapist interventions and skills from 

early therapy sessions improve the prediction of dropout beyond intake assessments?  

 

In Study III, prediction modeling shifted to another context. Machine learning and 

findings from Study I were used to investigate the processes after a sudden gain and identify 

which factors foster a better outcome. Therefore, the following research questions were 

pivotal: 

3.3 Study III 

1. Can previous results regarding outcome predictors after a sudden gain be replicated 

with a large sample and machine learning algorithms? 

2. What factors influence therapy outcome after a sudden gain and how large are the 

effects compared with a control group?
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4 Methodological Aspects 

All three studies outlined in this dissertation apply machine learning (ML) algorithms 

to develop predictive models in order to investigate the research questions. Consequently, this 

umbrella will initially provide a methodical overview of machine learning in general, before 

delving into the specifics of individual algorithms. Given the extensive use of algorithms in 

Study I, a comprehensive description of all of them is beyond the scope of this umbrella. 

Hence, only the most pertinent ones will be discussed in detail below. 

4.1 Machine Learning 

 Machine learning is a subfield of artificial intelligence that involves using algorithms 

and statistical models to allow computer systems to automatically learn and improve from 

experience without being explicitly programmed (Alpaydin, 2010). The goal of machine 

learning is to enable computers to recognize patterns, make predictions, and make decisions 

based on data (Goodfellow et al., 2016). Here, two types of ML can be distinguished: 

supervised and unsupervised learning. Unsupervised machine learning methods reveal new 

relationships in data, while supervised methods learn established relationships from known 

data.  

 While inferential statistics focus on testing hypotheses, ML algorithms explore and 

model unknown relationships in a more open-ended way, without strict assumptions. Rather 

than confirming specific relationships between predictor X and criterion Y, their goal is to 

construct the most accurate prediction model possible (Yarkoni & Westfall, 2017). 

Consequently, evaluating ML models emphasizes overall predictive accuracy, rather than the 

significance of individual predictors. The ideal approach to assess accuracy is to test the 

model on new data, on which it has not been trained, i.e., validation or test data. Such an 

approach enables the model’s accuracy to be estimated without overfitting to the original 

training or development data (Delgadillo, 2021).  

 Overall, ML offers an effective method for reducing dimensionality by identifying 

inherent data patterns and selecting pertinent features. These abilities will be used to build a 

dropout model with pre-treatment data, comparing the usefulness of different algorithms and 

ensembles (Study I). These findings will then be used to generate another dropout model with 

additional data from observer ratings to see if such data can improve dropout prediction 

(Study II). Further, ML will be used to identify predictors that foster the upward spiral after a 
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sudden gain by generating an outcome prediction model with data after a sudden gain, which 

is also compared to a control group (Study III) 

4.1.1 Random Forest 

 Random forest (RF) is a machine learning algorithm that builds an ensemble of 

decision trees to improve the predictive accuracy and generalizability of the model (Breiman, 

2001). The algorithm randomly selects a subset of features and data points to build each tree 

in the forest, and then aggregates the predictions of all trees to make a final prediction. The 

strength of RF is that it can reduce overfitting and improve generalization performance by 

building multiple trees on random subsets of the data, each biased towards a different subset 

of features and data points, and combine the results by averaging or majority voting (Breiman, 

2001).  

RF has been shown to improve variable selection in different settings by reducing 

under- and overfitting (Altman & Krzywinski, 2017; W. Chen et al., 2018; Menze et al., 2009; 

Ok et al., 2012). Because of these advantages, a RF algorithm was used to generate a 

prediction model in Study I. Further, RF algorithms were used to impute missing data in all 

studies, as simulation studies have shown that they perform well up for up to 30% missing 

values (Stekhoven & Bühlmann, 2012). 

4.1.2 Elastic Net 

The elastic net (EN) algorithm is a regularized linear regression model that combines 

both the least absolute shrinkage and selection operator (LASSO) method and the ridge 

regression method. The LASSO method adds a penalty term equal to the absolute value of the 

coefficients, which can lead to sparsity in the solution, i.e., some coefficients become zero. 

The ridge regression method does the same with the difference that the penalty term is equal 

to the squared value of the coefficients and is not able to fully shrink the coefficients to zero. 

The EN algorithm combines both LASSO and ridge regularization methods by adding a 

penalty term that is a linear combination of both penalty terms. This allows the algorithm to 

have both the advantages of LASSO (sparsity) and Ridge (stability), and to select the most 

important features, while keeping correlated features together (Zou & Hastie, 2005). 

Friedman et al. (2010) state that the EN algorithm is a versatile method that can be used for 

both regression and classification tasks, and can handle a variety of data and a wide range of 

data types, including continuous, binary, and categorical variables. They also note that 

regularization is particularly important in high-dimensional data to avoid overfitting and to 
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improve generalization performance on new data. Further, Hastie et al. (2015) discuss that the 

EN algorithm is often used in ML and data analysis applications where regularization and 

feature selection are important.  

Especially because of the ability to select crucial predictors and to exclude redundant 

variables, EN was used for variable selection in all the three studies. Also, EN has often been 

applied in psychotherapeutic research contexts and seems to handle clinical data well (e.g., 

Fisher & Bosley, 2020; Lutz et al., 2019; Webb et al., 2020). 

4.1.3 Nearest Neighbor 

The nearest neighbor (NN) algorithm works by finding the closest training data points 

in the data set to a new data point and then predicting the value of the new data point based on 

the values of its NNs (Hastie et al., 2009). In the case of classification tasks, the algorithm 

selects the label of the most frequent class among the k-NNs, where k is a hyperparameter 

specified by the user that defines the amount of NNs for classification (Alpaydin, 2010). In 

the case of regression tasks, the algorithm predicts the value of the new data point based on 

the average of the values of its k-NNs. For example, if a new data point has three neighbors 

with values 2, 4, and 3, the algorithm will predict the value of the new data point to be 3, 

since 3 is the average value of its three NNs (Müller & Guido, 2016). The NN algorithm is 

easy to implement and can work well on small datasets, but can become computationally 

expensive for larger datasets as it needs to calculate the distances between the new data point 

and all the training data points (Kotsiantis et al., 2007). The NN technique has found 

application in varying contexts (Cai, 2022; Jabbar et al., 2013; Laios et al., 2020; Lutz, 

Lambert, et al., 2006; Lutz et al., 2005; Lutz, Zimmermann, et al., 2017; Rubel et al., 2020; 

Xiao et al., 2010). The NN algorithm was used for prediction modeling in Study I and for 

propensity score matching in Study III to generate a comparable control group.  

4.1.4 Ensembles 

In ML, an ensemble is a technique used to improve the accuracy and robustness of a 

model by combining the predictions of multiple models. Ensemble methods are often used 

when a single model is unable to capture the complexity of the data or when multiple models 

can provide complementary information. Brownlee (2021) distinguishes three different 

ensemble techniques that are most commonly used in practice, namely bagging, boosting, and 

stacking. 
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Bagging involves training multiple models on different bootstrap samples of the data 

and combining their predictions. This approach can help to reduce overfitting and improve 

generalization (Zhou, 2012). 

Boosting involves training a sequence of models that are optimized to correct the 

errors of the previous models. The objective is to convert many weak models to a strong one 

(Zhou, 2012). This approach can help to improve the accuracy of the final model, but it can 

also be more computationally expensive than other ensemble methods. 

Stacking is an ensemble technique in machine learning, where multiple base models 

are trained and their predictions are combined to train a meta-model that aims to make the 

best predictions (Rokach, 2010). Initially, multiple base models are trained on the training 

dataset, with each algorithm learning different aspects of the dataset. Then the base models’ 

predictions are used as input for the meta-model, which produces the final predictions. The 

meta-model can be any algorithm trained on the base models’ predictions. The idea behind 

stacking is that the meta-model can leverage the strengths of the base models and compensate 

for their weaknesses to make better predictions (Burkov, 2019; Zhou, 2012). 

In Study I, different ensemble learners as well as manually generated ensembles were 

used and compared regarding the generation of a dropout model. Because large datasets are 

required (Dietterich, 2000), no ensembles were used in the other studies. 

4.1.5 Optimization of Algorithm Parameters 

When using ML algorithms, the parameter settings are of crucial importance. For 

example, with the elastic net algorithm, it is important how large the penalty should be and 

with which ratio the LASSO portion should be taken into account. These parameters are 

usually labeled with a λ and α, respectively. Such parameters exist for all algorithms and are 

crucial, as they can significantly impact a model’s performance (Géron, 2019). 

In order to avoid poor model performance due to inappropriate parameter settings, 

different settings were tested during the model generation process with the help of the R-

packages caret (v6.0-84; Kuhn, 2019) and caretEnsemble (v2.0.0; Deane-Mayer & Knowles, 

2016). Especially in Study I, in which many algorithms were compared, caret and 

caretEnsemble were used to make a fair comparison between the algorithms and to find the 

optimal model. In addition, caret was used in the other two studies to find the optimal 

parameters for model generation. 

 

 



 Study I: Predicting Patients who Will Drop out Using ML Algorithms                                 18  

5 Study I: Predicting Patients who Will Drop out of Outpatient 

Psychotherapy Using Machine Learning Algorithms 

Bennemann, B., Schwartz, B., Giesemann, J., & Lutz, W. (2022). Predicting patients 

who will drop out of out-patient psychotherapy using machine learning algorithms. The 

British Journal of Psychiatry, 220(4), 192–201. https://doi.org/10.1192/bjp.2022.17 

5.1 Introduction 

 Study I focused on dropout prediction. Approximately one in five patients drop out of 

treatment (Swift et al., 2017), leading to various negative consequences for the patient and 

society (Barrett et al., 2008; Björk et al., 2009; Delgadillo et al., 2014; Wells et al., 2013). 

Therefore, identifying potential dropout patients could lead to the development of clinical 

support tools that minimize the risk of dropout (Lutz, Rubel, et al., 2015; Lutz et al., 2019). 

However, findings from past studies have been heterogeneous, with only younger age and 

lower education level being consistently associated with dropout (Swift & Greenberg, 2012). 

Thus, dropout is a complex phenomenon needing advanced methodology to make reliable 

predictions (e.g., Lutz et al., 2019).  

In this context, ML algorithms offer the possibility of making reliable predictions due 

to their ability to capture complex relationships (Brownlee, 2016; Z. D. Cohen et al., 2021; 

Lutz, Deisenhofer, et al., 2022). However, ML is not always advantageous over traditional 

methods (Christodoulou et al., 2019; Rubel et al., 2020; Wilkinson et al., 2020). Further, 

predictions using ML to address binary events like dropout are rare. For this purpose, this 

study aimed, besides predicting dropout, to investigate the use of various ML algorithms for 

the prediction of a binary event in a naturalistic setting. 

5.2 Methods 

5.2.1 Patients and Treatment 

 The study used a sample of 2543 patients treated at the University of Trier outpatient 

CBT Clinic between 2007 and 2021. Patients were included if they had completed a battery of 

questionnaires at intake, had begun therapy after the diagnostic phase, and completed or 

dropped out of treatment. The patient data until 2017 was used for model training purposes, 

the remaining data for testing purposes (i.e., holdout sample). Diagnoses were based on the 

German version of the structured clinical interview for axis I DSM-IV Disorders (SCID-I; 
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Wittchen et al., 1997) and the International Diagnostic Checklist for Personality Disorders 

(IDCL-P; Bronisch et al., 1996). The mean scores of the Outcome Questionnaire (OQ; 

Ellsworth et al., 2006) and the Brief Symptom Inventory (BSI; Franke, 2000) indicated a 

moderate to severe general level of distress in all samples. Patients were treated by 220 

therapists (79.5% female). 

5.2.2 Measures 

 The study assessed dropout in therapy and defined it as the patient stopping therapy 

despite the therapist’s recommendation to continue. Further, 77 routinely collected self-report 

intake variables that were assessed before the first session were analyzed (e.g., BSI scales, 

demographic variables).  

5.2.3 Selection of ML Algorithms 

 Only algorithms that had already been used in relevant literature were applied for the 

analyses. Specifically, algorithm selection was based on the Stratified Medicine Approaches 

for Treatment Selection (SMART) mental health prediction tournament at the 2019 Treatment 

Selection Idea Lab (TSIL) conference (Z. D. Cohen et al., 2018). Using this information, as 

well as an examination of the literature provided by the tournament organizer, 21 algorithms 

were examined more closely. Both, linear and non-linear machine learning algorithms were 

considered ML, as suggested by Brownlee (2016).  

5.2.4 Data Analytic Strategy 

Data with more than 10% missing values were excluded, while the missing values for 

other variables were imputed using a trained random forest for the training and holdout 

sample separately (Stekhoven & Bühlmann, 2012). For all modeling processes, the R-

packages caret (v6.0-84; Kuhn, 2019) and caretEnsemble (v2.0.0; Deane-Mayer & Knowles, 

2016) were used to train and tune the hyperparameters of all algorithms and ensembles, 

selecting the best model based on the area under the curve (AUC). 

First, all 21 individual algorithms were ranked based on their Brier score and AUC. 

Further, the correlations of the predictions of all algorithms during the model-building process 

were compared. For model generation, a nested CV approach with 20 outer and 10 inner loops 

was used in the training sample, while the synthetic minority oversampling technique 

(SMOTE; Chawla et al., 2002) was applied to address the problem of class imbalance. For 
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data pre-processing, all categorical variables were dichotomized and all continuous variables 

were centered with the mean of the training sample for each outer CV loop.  

After the ranking and correlation comparison, algorithm ensembles were generated 

using five different types of ensembles (two best, three best, two least correlated, three least 

correlated, best algorithm with least correlating one). These ensembles were generated via 

stacking, either with a generalized linear model (GLM) or the best algorithm, leading to 10 

ensembles. 

This entire procedure was repeated twice, first using only the significant predictors 

from a previous study (Zimmermann et al., 2017). Second, a preceding EN regularization 

analysis was conducted for each training part of the outer loops inside the nested CV 

framework. Therefore, only those variables that had predictive power for model generation in 

EN regularization were used. In summary, 30 ensembles (10 ensembles x 3 procedures) were 

generated. All ensembles as well as the five best single algorithms from each procedure (i.e., 

15 single algorithms overall) were then compared using a nested CV with 20 outer loops and 

10 inner loops including 3 repetitions with the data pre-processing described above. 

Evaluation parameters were the mean Brier score and mean AUC across all CVs.  

Further, t-tests between the best and worst model as well as between the best model 

and a GLM were conducted for each parameter, using the distributions obtained by the values 

of the 20 outer loops for each of both parameters to assess the robustness of the models and to 

prevent sampling artifacts. The best ensemble/algorithm was then tested in the still unused 

and independent holdout sample to assess the generalizability of the model, to prevent 

overfitting, and to identify the most relevant predictors of dropout.  

5.3 Results 

The best algorithm for predicting outcomes was generalized boosted regression 

modeling when using all variables, RF when using selected predictors, and adapted boosted 

classification trees when using only significant predictors. The ensemble of the best and least 

correlated algorithms (i.e., RF and NN) stacked with a GLM including a preceding EN 

regularization generated the best model (see Table 1 for all models).  
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Table 1 

Mean scores of the models generated by all 45 algorithms and ensembles. 

Algorithm/Ensemble 
Stacking 

Method 
Variables used Brier score AUC 

Training 

AUC 

Best with lowest correlation GLM Selected with EN .1983 .6581 .6617 

Two best GLM Selected with EN .1983 .6577 .6674 

Three best GLM Selected with EN .1985 .6535 .6673 

Two best GBM All .1989 .6550 .6515 

Three best GLM All .1994 .6513 .6549 

Best with lowest correlation GLM All .1992 .6497 .6492 

Two best GLM All .1995 .6518 .6530 

Three best GBM All .1998 .6523 .6557 

GBM - Selected with EN .2022 .6661 .6608 

Two best GLM Manually selected .1995 .6493 .6464 

RF - Selected with EN .2041 .6605 .6602 

Best with lowest correlation GLM Manually selected .1997 .6488 .6430 

Best with lowest correlation GBM All .2004 .6506 .6483 

Three best GLM Manually selected .1998 .6468 .6461 

Three least correlating GLM All .2010 .6435 .6494 

Three least correlating GBM All .2006 .6412 .6485 

Three best ADA Manually selected .2011 .6435 .6488 

ADA - All .2071 .6525 .6485 

GBM - All .2055 .6457 .6497 

Best with lowest correlation ADA Manually selected .2017 .6403 .6424 

XGB - Selected with EN .2069 .6480 .6584 

Two best ADA Manually selected .2014 .6349 .6482 

RF - All .2058 .6392 .6428 

ADA - Selected with EN .2099 .6475 .6591 

XGB - All .2075 .6448 .6451 

Two least correlating GLM All .2049 .6197 .6129 

Three least correlating GLM Manually selected .2053 .6193 .6095 

Two least correlating GLM Manually selected .2056 .6143 .6060 

GBM - Manually selected .2208 .6525 .6369 

GLMBOOST - Selected with EN .2309 .6408 .6516 

Three least correlating ADA Manually selected .2059 .6066 .6150 

Two least correlating ADA Manually selected .2064 .6087 .6092 

Two least correlating GBM All .2060 .6010 .6121 

ADA - Manually selected .2240 .6349 .6440 

GLMBOOST - Manually selected .2342 .6364 .6379 

GLMBOOST - All .2306 .6349 .6487 

Two least correlating GLM Selected with EN .2064 .5971 .5872 

LDA - Manually selected .2347 .6364 .6377 

Three least correlating GLM Selected with EN .2074 .5986 .6058 

Three best RF Selected with EN .2180 .6085 .6143 

GLMAIC - Manually Selected .2342 .6342 .6392 

Two best RF Selected with EN .2376 .5893 .5902 

Three least correlating RF Selected with EN .2490 .5661 .5607 

Best with lowest correlation RF Selected with EN .2586 .5864 .5838 

Two least correlating RF Selected with EN .2859 .5465 .5489 

Note: EN = Elastic net; GLM = Generalized linear model; RF = Random forest; GLMBOOST 

= Boosted generalized linear model; ADA = Adapted boosted classification trees; GLMAIC = 

Generalized linear model with stepwise feature selection using Akaike information criterion; 

XGB = Extreme gradient boosting; LDA = Linear discriminant analysis; GBM = Generalized 

boosted regression model; All ensembles and algorithms are ranked. 

The best model was able to identify 63.4% of holdout cases correctly before the first 

session occurred, while a GLM was able to identify 46.2% correctly. Lower education level, 
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younger age, lower scores on the compulsive scale of the personality style and disorder 

inventory (PSSI), higher scores on the negativistic and antisocial scale of the PSSI, and higher 

scores on the BSI overall score as well as on the additional scale of the BSI (i.e., mean of the 

four additional items) were the main predictors of dropout (i.e., relative importance > 90%). A 

paired one-sided t-test revealed a highly significant effect between the overall best and overall 

worst models concerning the AUC score (AUCbest = 0.6581; AUCworst = 0.5465; t(19) = 8.30, 

p < .001, Cohen’s d = 1.86 [0.11; 2.58]). Comparing the overall best model with the GLM 

using all variables, the effect was still significant (AUCbest = 0.6581; AUCGLM = 0.6253; t(19) 

= 2.63, p < .01, Cohen’s d = 0.59 [0.11; 1.06]). The differences stayed significant when 

comparing the Brier score distributions. In summary, the distributions of each 

algorithm/ensemble revealed that the best ones hardly differed from one another (see Figure 

1). Nevertheless, some models seemed to make significantly worse predictions. For the Brier 

score, the pattern was very similar. 

 



 Study I: Predicting Patients who Will Drop out Using ML Algorithms                                 23  

Figure 1 

Distribution of the 20 outer cross-validation (CV) models generated by each algorithm and 

ensemble ranked from best to worst using the area under the curve (AUC). 

 
Note: Each value was grand-mean centered; the horizontal line represents the total average of 

all models. The numbers on the graphs are the standard deviations. 

5.4 Conclusions 

Study I generated a model that correctly identified 63.4% of all cases in an 

independent holdout sample, which was of high clinical value compared to the identification 

percentage of 46.2% by the GLM. This superiority was further supported by the significant 

differences between the distributions (Cohen’s d = 0.59 [0.11; 1.06]). Although 63.4% does 

not seem very precise at first, it must be acknowledged that this prediction was made before 

the first session had occurred and therefore helps to identify patients who may drop out after 

the first session. Knowing the important predictors (e.g., lower educational level) for the 

generation process, clinicians could use the information to generate a more precise case 

concept for the individual patient before the first session to help reduce the risk of dropout. It 

is important for clinicians to pay attention to the complementarity of the relationship in order 
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to establish a good alliance, which is in line with previous research (Lutz et al., 2019; 

Zimmermann et al., 2017). With regard to the BSI, it seems reasonable to first treat symptoms 

such as sleep problems, loss of appetite, suicidal thoughts and feelings of guilt, which cause 

high levels of distress. Lower education and younger age also seem to increase the probability 

of dropout, a finding also identified in other studies (Lutz et al., 2019; Swift & Greenberg, 

2012; Zimmermann et al., 2017). One possibility is that such patients need more time to 

understand how therapy could help them concretely. Therefore, this should be part of the 

treatment strategy, especially in the first sessions. Nevertheless, to ensure that Study I’s final 

model can be applied in different settings, it is important to test its efficacy in various contexts 

to further evaluate its generalizability, preferably using prospective data (Delgadillo, 2021). 

Concerning Study I’s modeling strategy, there are numerous other possibilities to build 

models using ML algorithms. However, this study still extensively reviewed the utility of 

various algorithms and ensembles. No other study has compared different algorithms with 

such a large dataset. Study I thus contributes to the growing body of research on precision 

mental health and the closely related use of ML algorithms in psychotherapy research (Z. D. 

Cohen et al., 2021). It indicates that it is possible to predict potential dropout patients prior to 

treatment using ML approaches, but also that some advanced ensembles perform even worse 

than a GLM. Tree-based and boosted algorithms that include variable selection performed 

better compared to more advanced algorithms like neural networks. Ensembles with weakly 

correlated algorithms or many algorithms tended to underperform, unless a strong algorithm 

with good predictive power was included, which is consistent with prior recommendations 

(Mayer, 2019; Ramzai, 2019). Thus, effective use of machine learning entails analyzing the 

data structure beforehand to identify how to extract key information and enhance predictions. 
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6 Study II: Therapist Interventions and Skills as Predictors of 

Dropout in Outpatient Psychotherapy 

 Poster, K., Bennemann, B., Hofmann, S. G., & Lutz, W. (2021). Therapist 

Interventions and Skills as Predictors of Dropout in Outpatient Psychotherapy. Behavior 

Therapy, 52(6), 1489–1501. https://doi.org/10.1016/j.beth.2021.05.001 

6.1 Introduction 

 This study also focused on generating a dropout model, this time by examining 

whether video ratings can improve dropout predictions alongside self-report instruments from 

patients and therapists.  

As described in Study I, the issue of dropout in psychological interventions is a 

significant concern, with one in five patients terminating treatments prematurely (Swift et al., 

2017). Besides patient factors, therapist variables also contribute to the likelihood of patients 

terminating treatment prematurely. Between 6.2% and 12.9% of dropout variance can be 

attributed to individual therapists, with therapists’ individual dropout rates ranging between 

1.2–73.2% (Saxon et al., 2017; Zimmermann et al., 2017). Professional background and 

experience level have been associated with dropout, but findings remain inconsistent 

(Hamilton et al., 2011; Swift & Greenberg, 2012). However, a positive therapeutic alliance 

with therapist behaviors such as empathy, positive regard, and collaboration is associated with 

treatment completion (Crits-Christoph et al., 2006; Sharf et al., 2010). Treatment factors such 

as time-limitation, manualization, and treatment setting also have been associated with 

dropout, but not treatment orientation or format (Swift & Greenberg, 2012). 

These findings illustrate that dropout cannot be solely attributed to patient 

characteristics. For this reason, the aim of Study II was to generate another dropout model 

using the findings from Study I and to add therapist and patient variables from the first 

sessions as well as therapist interventions and skills assessed via the Inventory of Therapeutic 

Interventions and Skills (ITIS; Boyle et al., 2020). Because data from different assessment 

sources are normally more reliable (Lutz, de Jong, et al., 2021), it was hypothesized that a 

model with observer ratings from the ITIS predicts dropout better than a model without them. 



 Study II: Therapist Interventions and Skills as Predictors of Dropout                                   26  

6.2 Methods 

6.2.1 Patients and Treatment 

 Therapies were conducted at the University of Trier outpatient CBT clinic from 2017 

to 2019. A total of 259 patients (61.8% female, average age 36.3 years) were diagnosed by 

independent clinicians using the German version of the SCID-I. Process and outcome data 

were routinely collected and therapy sessions were videotaped with consent from patients and 

therapists. Treatment length averaged 24.9 sessions and 69.1% of patients completed 

treatment. Dropout patients had significantly shorter treatment lengths. Treatments were 

conducted by 65 therapists (83.1% female). 

6.2.2 Measures 

Dropout was defined as in Study I. A total of 95 variables measured at intake or after the first 

session were examined as potential predictors of dropout. Besides the 77 variables from Study 

I, 18 clinician-rated variables such as the alliance and expected improvement were assessed. 

Additionally, 35 items from the ITIS (Boyle et al., 2020), observer-based video ratings 

assessing therapist adherence and competence, were used for the modeling process. 

6.2.3 Video Selection and Rating Procedure 

One early therapy session per case was rated using the ITIS (N=263). Typically, the third 

session was rated, but if the video was unavailable, had poor quality, or was too long, the next 

available session was used. On average, session 3.2 was rated by a total of eight extensively 

trained raters, who received regular supervision and had good inter-rater reliability for the 

skills items and excellent reliability for the interventions items of the ITIS. Raters were blind 

to diagnoses, termination status, and outcome. 

6.2.4 Data Analytic Strategy 

First, missing values were imputed as in Study I and variables were screened as possible 

predictors via significant bivariate correlations to achieve a more favorable balance between 

the number of data points and variables (Hastie et al., 2015). After that, EN was used to 

generate dropout models, because of its ability to handle clinical data and prevent overfitting, 

which was also confirmed in Study I (Fisher & Bosley, 2020; Lutz et al., 2019; Pavlou et al., 

2016; Webb et al., 2020). Additionally, EN was chosen, because it is a linear algorithm and 

therefore less demanding regarding data quantity (Domingos, 2012). In order to find the best 
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hyperparameters, 100 overall combinations of α and λ were defined to find the best fitting 

parameters using the AUC as the model evaluation parameter.  

The dataset was split into a training (70%) and test set (30%) to prevent overfitting 

(Rudin & Carlson, 2019), using a repeated CV in the training data with 10 folds and three 

repetitions. Up-sampling was used to minimize the impact of class imbalance (Hand & 

Vinciotti, 2003; Japkowicz & Stephen, 2002). The training-test split and model generation 

were repeated 100 times with varying training and test sets to minimize the influence of one 

training set’s specific sample characteristics. After each split, all continuous variables were 

centered and all categorical variables were dichotomized for training and test set separately.  

This procedure was conducted twice, once under inclusion and once under exclusion 

of the ITIS variables to examine the impact of the ITIS variables on model generation. The 

means of the Brier score, accuracy and the AUC across all 100 models generated were 

examined for the set with and the set without the ITIS variables to identify the best overall 

model. Finally, the distributions of each parameter (i.e., Brier score, accuracy, AUC) were 

compared via three one-sided pairwise t-tests, one for each parameter. The impact of the ITIS 

variables was assessed by calculating Cohen’s d for each model parameter. 

6.3 Results 

 Fifty-six of 130 variables were significantly correlated with dropout, including three 

ITIS items: use of cognitive techniques was linked to lower dropout rates, while use of 

feedback/summaries and treatment difficulty were associated with higher dropout rates. 

Figure 2 shows the importance of all pre-selected predictors across all 100 EN generations.  
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Figure 2 

Means of the relative importance of the pre-selected predictor variables across all 100 models. 

Note: PSSI = Personality style and disorder inventory; ASC = Assessment for signal clients; 

HAQP = Helping alliance questionnaire – patient version; TH = Therapist expectations; ITIS 

= Inventory of therapeutic interventions and skills; HAQT = Helping alliance questionnaire – 

therapist version; IIP = Interpersonal problems; EMI = Emotionality inventory; TreatEx = 

Treatment expectations; BSI = Brief symptom inventory; FEP = Questionnaire for the 

evaluation of psychotherapeutic progress; INK = Incongruence questionnaire; OQ = Outcome 

questionnaire; DASK = Dysfunctional attitudes scale – short form; ILE = Inventory of 

stressful life events; GAF = Global assessment of functioning. 

The three ITIS variables were included in most of the 100 model generations (range: 

73% - 97%), indicating the importance of these items for dropout model generation. The best 

models were generated when using the dataset including the ITIS variables. This was the case 

for all three parameters (Brier score: 0.2096 vs. 0.2138; accuracy: 0.6758 vs. 0.6687; AUC: 

0.7226 vs. 0.7130). For the confusion matrices, see Table 2. 
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Table 2 

Mean scores across all 100 confusion matrices for the models excluding and including ITIS 

variables. 

Model including intake 

variables only 

                   Observed 
 

Predicted Regular Dropout Total 

Regular 37.63 9.13 46.76 

Dropout 16.71 14.53 31.24 

Total 54.34 23.66 78 

Model including intake 

and ITIS variables 

                   Observed 
 

Predicted Regular Dropout Total 

Regular 38.00 8.95 49.58 

Dropout 16.34 14.71 28.42 

Total 54.34 23.66 78 

Note: ITIS = Intervention of therapeutic interventions and skills 

 The t-tests revealed a significant effect between the dropout model including the ITIS 

variables as predictors and the model based on intake variables alone for the Brier score (t(99) 

= 6.49; p < .001; Cohen’s d = 0.65), accuracy (t(99) = 2.10; p < .05; Cohen’s d = 0.21) and 

the AUC (t(99) = 3.93; p < .001; Cohen’s d = 0.39). Predictors that were in at least 95% of the 

models generated by elastic net were ITIS treatment difficulty, ITIS use of 

feedback/summaries, a paranoid or histrionic personality style, a high total score in the 

assessment for signal clients (ASC; Lambert et al., 2007) and a high education level, with the 

last two predictors having a negative association with dropout.  

6.4 Conclusion 

 Study II demonstrated that video ratings improve dropout predictions compared to 

those that use self-report assessments only. The model including the ITIS variables 

outperformed the model without them on all three parameters with small to medium effects (J. 

Cohen, 1988). Although the added predictive benefit of the observer-rated variables may 

seem descriptively small, it is important to remember that these variables made a significant 

contribution to dropout prediction beyond intake variables that already covered a very wide 

range of potentially influencing factors. Overall, the model showed good prediction 

performance with a brier score of .2096, an accuracy score of .6758 and an AUC score of 

.7226. 

In line with previous findings (Lutz et al., 2019; Swift & Greenberg, 2012; 

Zimmermann et al., 2017) and findings from Study I, several intake variables, including 
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histrionic personality style and lower education level, significantly predicted dropout. 

Besides, three ITIS variables improved dropout prediction, namely therapist application of 

cognitive techniques, therapist use of feedback and summaries, and treatment difficulty. 

The use of cognitive techniques was a protective factor against dropout. When 

cognitive techniques are applied effectively early in treatment, they may facilitate symptom 

relief (Lorenzo-Luaces et al., 2015), in turn strengthening the patient’s confidence in the 

treatment’s effectiveness and increasing commitment to continue treatment. Therapists’ 

competent use of feedback and summaries was associated with a higher dropout risk. 

Although these skills are considered important for therapy outcome, it is possible that the 

intensified use of these strategies are not necessarily a cause of dropout, but rather a 

therapeutic response to an at-risk patient. When therapists perceive the patient as difficult or 

at risk of dropping out of treatment, they may react by making a stronger effort to gain 

feedback, which is in line with Cooper et al. (2016). Last, higher observer-rated treatment 

difficulty was also predictive of dropout. This result is consistent with findings showing 

patient intake symptom severity, interpersonal impairment, and personality disorders to be 

associated with a higher probability of dropout (Lutz et al., 2019; Lutz et al., 2018; Swift & 

Greenberg, 2012). 

Study II used the findings from Study I and extended them with data from the first 

sessions and other sources, namely video ratings. Once again, a model was generated that can 

be used in clinical practice, demonstrating that data from various sources do improve 

predictions (Lutz, de Jong, et al., 2021). Clinicians could obtain information from this model 

about which patients are at risk of dropping out of therapy and adjust their strategy 

accordingly, e.g., by increasing the use of cognitive techniques to reduce the level of distress. 

Like Study I, this study adds to the growing body of research on precision mental health, but 

needs to be further tested in new data for use in other contexts. 
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7 Study III: Fostering the Upward Spiral After a Sudden 

 Gain in Routine Care Cognitive Behavioral Therapy 

Bennemann, B., Schwartz, B., & Lutz, W. (2023). Fostering the upward spiral after a 

sudden gain in routine care cognitive behavioral therapy. [Manuscript submitted for 

publication]. 

7.1 Introduction 

Study III shifted the focus from predicting dropout to predicting outcome following 

sudden gains (SGs). The phenomenon of a SG in psychotherapy refers to a disproportionate 

improvement in symptoms between two therapy sessions (Tang & DeRubeis, 1999). Recent 

research has shown that trajectories of patients in therapy often appear non-linear and have 

interindividual differences (Lutz, de Jong, et al., 2021; Lutz et al., 2013). A common 

phenomenon that reflects this varying responsiveness is the SG (Shalom & Aderka, 2020). 

SGs have been found across a variety of therapies (Gaynor et al., 2003; Kelly et al., 2007; 

Kelly et al., 2005; Lemmens et al., 2016; Tang et al., 2005; Vittengl et al., 2015) and for a 

range of disorders (Aderka, Anholt, et al., 2012; Aderka et al., 2011; Clerkin et al., 2008; 

Hofmann et al., 2006; Wiedemann et al., 2020). Further, SGs are found in both randomized 

controlled trials and naturalistic samples (Wucherpfennig, Rubel, Hollon, & Lutz, 2017), also 

showing a therapist effect in naturalistic samples (Deisenhofer et al., 2022).  

Since approximately one third of all patients experience a SG, but not all benefit 

equally from it, understanding the process that occurs after a SG is of high clinical relevance 

(Shalom & Aderka, 2020). Studies that have investigated the processes after a SG are rare, but 

show findings mostly consistent with Tang and DeRubeis’ (1999) theory that there is an 

improvement in the therapeutic alliance that leads to an upward spiral and thus to a better 

outcome (Lutz et al., 2013; Wucherpfennig, Rubel, Hollon, & Lutz, 2017; Zilcha-Mano et al., 

2019). The objective of this study was therefore to replicate the results of past studies using 

advanced methodology that ensures better generalizability (i.e., elastic net) and to identify 

additional predictors of outcome after a SG. Additionally, the impact of these predictors on 

outcome was assessed by comparing and quantifying the effects with a control group that did 

not experience SGs.  
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7.2 Methods 

7.2.1 Patients and Treatment 

 The sample comprised a total of 3626 patients treated at the University of Trier 

outpatient CBT Clinic between 2007 and 2022. Patients were included in the analyses if they 

completed a questionnaire battery before therapy, completed therapy (i.e., regular termination 

or dropout), and their therapy lasted at least 6 sessions. Of the remaining 2840 patients, 794 

SG patients were identified and included. From the group of remaining patients, a control 

group of equal size was selected via NN matching, resulting in a total sample of 1588. 

Treatments were conducted by 218 therapists; each therapist treated 7.3 patients on average. 

Diagnoses were based on the German version of the SCID-I and the IDCL-P. The 

mean score of the BSI indicated a moderate to severe general level of distress and did not 

differ significantly between groups. 

7.2.2 Measures 

 The Hopkins Symptom Checklist short form (HSCL-11; Lutz, Tholen, et al., 2006) 

was assessed at the beginning of each session to identify sudden gains. The Global Severity 

Index (GSI) of the BSI was calculated to capture symptomatic distress at the beginning and 

end of therapy. The scales therapeutic relationship, problem solving, problem actualization, 

motivational clarification, and resource activation of the Bern Post Session Reports (BPSR; 

Flückiger et al., 2010) from both the patient (PSTB) and therapist (TSTB) perspectives were 

assessed after each session. Further, all items from the Session Rating Scale (SRS; Duncan et 

al., 2003) were assessed after each session. Additionally, the Global Assessment of 

Functioning Scale (GAF; American Psychiatric Association, 2005) and the coping item How 

well is your patient coping emotionally and psychologically? was rated by the therapist after 

each session. Last, alliance ruptures were assessed by the therapist as well as the patient after 

each session via the item During today’s session, did you perceive any tension, 

misunderstandings, or inconsistencies in the relationship with your patient/therapist?. 

7.2.3 Data Preparation 

 In a first step, missing data were imputed. First, Level 1 data were imputed, with the 

mean values subsequently used for Level 2 imputations. The randomForest method of the 

mice package in R (v3.14.0; van Buuren, 2021) was used for this purpose. No variable had 
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more than 30% missingness, for which good algorithm performance has previously been 

shown (Stekhoven & Bühlmann, 2012). 

 Next, all sudden gain patients were identified, using the criteria by Tang and DeRubeis 

(1999). However, the first criterion had to be adapted, as the HSCL-11 was used. The reliable 

change index (RCI; Jacobson & Truax, 1991) was used for the first criterion, as suggested by 

Stiles et al. (2003). The RCI for the HSCL-11 was 0.61. 

To create a control group, propensity score matching (PSM; see Stuart et al., 2004 for 

an overview) was used, which balances two groups for comparability. The nearest neighbor 

method suggested by Ho et al. (2007) was used and the following variables were included for 

matching, based on the work of Delgadillo et al. (2016) and Wucherpfennig, Rubel, Hofmann, 

and Lutz (2017): pre-treatment BSI, age, therapy expectations, medication at intake, sex, 

education status, marital status, and employment status. Each sudden gainer was matched with 

the most similar non-gainer based on these variables. To ensure comparability, χ²-tests and t-

tests were conducted. 

 After matching, a comparable pseudo gain (PG) session was selected for each patient 

in the non-gainer group. The PG session was chosen based on the time point in relation to the 

total number of sessions. This allowed for effect sizes to be calculated for predictors to 

provide more precise information about the processes after a SG. 

7.2.4 Data Analytic Strategy 

 To analyze sudden gainers’ outcome predictors independent of their general influence 

on outcome, two comparable prediction models were generated using the mean scores and 

coefficients of variation (CoV) of each variable (except the GSI pre score) over the first three 

sessions after a SG or PG and the GSI post score as the outcome. The CoV is defined as the 

standard deviation standardized by the mean.  

A repeated nested cross-validation with ten outer and five inner loops using EN 

regularization as the prediction model generation algorithm (Friedman et al., 2010) was 

conducted separately for the SG and the PG group, repeating the inner cross-validations three 

times to avoid overfitting (Brownlee, 2016; Cawley & Talbot, 2010). One hundred overall 

combinations of α and λ were defined to find the best fitting parameters with the root-mean-

square error (RMSE) as the model evaluation parameter for each outer run of the CV. 

For each predictor, one RMSE value and one regression weight were obtained in each 

outer CV run. Predictors included in all 10 runs were used for further analysis. Predictor 

distributions between SG and PG were compared using t-tests to quantify the effects between 
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the SG and the control group. In addition, model performance using the RMSE distributions 

were compared via a t-test. 

7.3 Results 

The two groups did not differ with respect to the matching variables, albeit the SG 

group had a significantly better therapy outcome (t(1586) = 3.59, p < .001, Cohen’s d = 0.18). 

The two groups differed in terms of diagnoses, with the SG group having more affective 

disorders, while the PG had more anxiety disorders. All included predictors are shown in 

Figure 3.  

Figure 3 

Number of occurrences of each variable in each outer CV run for both groups (i.e., sudden 

gainers and non-gainers). 

 
Note: HSCL = Hopkins symptom checklist short form; PSTB = Bern post-session reports for 

patients; TSTB = Bern post-session reports for therapists; SRS = Short rating scale; GAF = 

Global assessment of functioning; CoV = Coefficient of variation; All variables not included 

in the figure were excluded in each run in both groups. 

Table 3 provides a comparison of the included variables and their mean values. 

Differences between the two groups were significant for all variables except for the mean 

score of the problem solving scale. Further, the model parameters did not differ significantly. 
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Table 3 

Mean regression weights for all relevant variables across the three sessions after a sudden 

(pseudo) gain and the mean differences between these two groups. 

Note: HSCL = Hopkins symptom checklist short form; PSTB = Bern post session reports for 

patients; SRS = Short rating scale; RMSE = Root mean square error; CoV = Coefficient of 

variation; * p > .05; ** p > .01; *** p > .001; † Mean value is not significantly different from 

0. To determine significance, the Benjamini-Hochberg procedure was applied to prevent false 

discovery rates through multiple testing. 

7.4  Conclusion 

In Study III, a ML algorithm (i.e., EN) was utilized to detect predictors of outcome 

following a SG. A comparable control group was generated using PSM, whereby a pseudo 

gain session was assigned to this group. The same modeling process was applied to both 

Variable 

Sudden 

gainers  

(n = 794) 

Non-gainers  

(n = 794) 

t-value p-value Cohen’s d M (SD) M (SD) 

Intercept .000 (.000)† .000 (.000)† 1.54 0.140 0.69 

HSCL (mean) .213 (.007) .348 (.013) 27.91*** 0.000 12.48 

PSTB: Problem 

solving (mean) 
-.013 (.010) -.011 (.008) 0.55 0.589 0.25 

PSTB: Problem 

solving (CoV) 
.029 (.011) .005 (.009)† 5.24*** 0.000 2.34 

PSTB: Therapeutic 

relationship (CoV) 
.000 (.001)† .025 (.001) 10.90*** 0.000 4.88 

SRS: Item 2 

(mean) 
-.017 (.010) .000 (.000)† 5.37*** 0.000 2.40 

SRS: Item 3 

(mean) 
.000 (.000)† -.018 (.005) 11.11*** 0.000 4.97 

Item: Alliance 

ruptures (mean) 
.009 (.006) .017 (.009) 2.42* 0.026 1.08 

Item: Estimated 

coping (mean) 
.003 (.005)† -.013 (.008) 5.37*** 0.000 2.40 

Model parameter 

(RMSE) 
.546 (.050) .539 (.056) 0.33 0.748 0.15 



 Study III: Fostering the Upward Spiral After a Sudden Gain                                                 36  

groups and no significant differences in terms of RMSE were found. However, the predictor 

differences showed medium to large effects. As expected, the SG group had a lower HSCL 

mean value, indicating that this group has a better outcome, which is consistent with previous 

findings (Shalom & Aderka, 2020). Further, high average use of problem-solving strategies 

had a positive effect on both groups, whereas a high variation led to a worse outcome only in 

the SG group. This is probably due to the fact that the sample was treated mainly with a CBT 

focus and that sudden gains have higher effect sizes in CBT settings (Aderka, Nickerson, et 

al., 2012).  

The CoV of the therapeutic alliance had the reversed effect, leading to a worse 

outcome only in the PG group, where alliance ruptures also had a larger effect. Because 

sudden gainers often showed reliable improvement, also regarding interpersonal problems, 

they were more able to handle interactional problems and disagreements. Further, patient 

coping led to a better outcome for non-gainers only. Consistent with this finding, for sudden 

gainers, goals and topics are crucial (SRS item 2), while for non-gainers the approach and 

method (SRS item 3) are vital, indicating that the what seems to be more important for sudden 

gainers than the how, which is reversed for the non-gainers. This also supports the finding that 

consistent use of problem-solving strategies is important for sudden gainers, as they have 

enough resources to apply concrete strategies and are better able to handle a directive 

approach. 

Study III builds on the findings from the first study and puts them into a new context 

with a continuous outcome. In this way, the modeling process was used to identify crucial 

predictors. These findings could support clinicians with clear recommendations for their 

treatment plan after a sudden gain to extend the upward spiral to the end of therapy and 

beyond. Therefore, Study III fits well in the context of data-driven psychological therapy (Z. 

D. Cohen et al., 2021; Lutz, Schwartz, & Delgadillo, 2022). However, to apply these 

recommendations in other contexts, again, further testing is needed. 
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8 General Discussion 

 The three studies summarized in this umbrella represent three important contributions 

to the field of precision mental health and prediction modeling and can therefore be allocated 

to the patient-focused research paradigm. While Studies I and II concentrate on dropout 

prediction, Study III shifted the focus to another phenomenon, namely sudden gains. At the 

same time, all three studies used advanced methodology in the form of machine learning 

algorithms. 

Study I extends the research on predicting dropout in outpatient psychotherapy. For 

the first time, a model was developed to predict dropout rates using data from a naturalistic 

sample prior to the first session, while comparing a large number of algorithms and 

ensembles. Only one study had a similar aim, but used a smaller sample, compared fewer 

algorithms and predicted outcome rather than dropout (Webb et al., 2020). The results of 

Study I indicated that not all algorithms and ensembles are equally effective for prediction 

purposes, revealing that some algorithms perform worse than a GLM. However, it was found 

that the most suitable algorithms and ensembles significantly outperformed average 

algorithms and that some algorithms appear to be better suited to the large amount of clinical 

naturalistic data. Finally, the best ensemble generated a model that could predict dropout 

rates, providing valuable information for clinicians. 

In the spirit of precision mental health, Study II takes this approach further by using 

the findings from Study I to generate a dropout model with more potential predictors and 

additional data sources. Data from video ratings (Boyle et al., 2020) and information from the 

first two sessions were used to add more information to the generation process. No other 

study has used video ratings to predict dropout so far. Results highlight that two ITIS items 

were among the six best predictors of dropout, indicating that video ratings can improve 

dropout predictions beyond the level of self-report instruments.  

Study III shifted the focus to sudden gains and used predictive modeling to identify 

and quantify predictors for outcome after a SG. Despite the importance of the topic for 

clinical practice, studies are rare compared to those investigating predictors of sudden gains. 

To date, there has been only one study that used a control group to examine the changes after 

a sudden gain and related them to outcome (Wucherpfennig, Rubel, Hofmann, & Lutz, 2017). 

The results highlighted that the constant use of problem-solving interventions after a SG is 

promising and the content of therapy is more important than how it is delivered. 
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In the following, some general conclusions that can be drawn from the three studies 

and their implications for future research are summarized. 

8.1 General Conclusions and Future Research 

Taking all three studies together, some general conclusions and future directions can 

be deduced. In general, all three studies demonstrated the usefulness of machine learning for 

prediction models and clinical utility.  

Primarily, Study I revealed that not all ML algorithms are appropriate for naturalistic 

data in a clinical setting. By comparing more than 20 different algorithms and ensembles, this 

study showed that inappropriate ML algorithms perform even worse than a GLM. This 

finding is in line with previous arguments that personalized mental health is not only a matter 

of algorithmic complexity (Wilkinson et al., 2020). Therefore, prediction quality does not 

seem to be based on data quality and quantity alone, but also on a fitting methodology 

(Steyerberg et al., 2013). Further, Study I also demonstrated that ML has the ability to capture 

more complex relationships in the data and thus make more accurate predictions, leading to a 

reliable data-driven methodology (Z. D. Cohen et al., 2021). Hereby, the significance of 

feature selection in ensuring reliable prediction was highlighted. This is in line with previous 

research showing that variables that have no predictive power for the outcome can weaken the 

power of the model (Chowdhury & Turin, 2020). Ideally, therefore, from a large group of 

variables, those should be identified that make a significant contribution to the prediction of 

the target variables, e.g., using an EN analysis. Furthermore, depending on the amount of 

data, it should be investigated whether non-linear algorithms are suitable for the analysis in 

advance. Study I showed that not all data sets are suitable for this approach. Future studies 

should try to replicate these findings with another (continuous) outcome variable to determine 

whether these findings are transferable. 

 Further, Study I identified predictors crucial for dropout prediction, helping translate 

the findings into clinical practice. Study I’s results indicate that a complementary alliance and 

a motivational approach are decisive for younger, less educated and/or interpersonally 

difficult patients, which is in line with other findings (Swift & Greenberg, 2012; Zimmermann 

et al., 2017). Additionally, higher initial impairment was a predictor of dropout, which is also 

consistent with previous studies (Lutz et al., 2018; Zimmermann et al., 2017). Study I 

extended these previous finding by identifying more concrete symptoms, namely sleep 

problems, poor appetite, suicidal thoughts, and feelings of guilt that predicted dropout and 

should therefore be treated first. 
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 In Study II, the approach was enhanced by incorporating more variables from various 

data sources, as recommended by Lutz, de Jong, et al. (2021), which improved the 

predictions. Combining the unique information from each data source led to more reliable 

dropout prediction, as demonstrated by the higher AUC score compared to Study I results. 

Additionally, the model from Study II performed only slightly worse in terms of Brier score 

compared to the results in Study I, despite having a smaller sample size. The inclusion of 

additional variables from the first sessions, which provide valuable insight into the patient-

therapist interaction and are enriched by video ratings, allowed for more reliable predictions. 

Besides the inclusion of two ITIS items, this fact is strengthened by the importance of the 

ASC predictor in Study II, which captured important interactional and motivational aspects 

from the first session that were not available in Study I. Nevertheless, the model from Study II 

also included predictors that assessed difficult personality styles in therapy and educational 

status, strengthening the importance of these variables in dropout prediction. 

The improvement of the models from Studies I to II suggests that a dynamic modeling 

approach is appropriate. This means that models are provided with data from previous 

sessions and current progress throughout the course of therapy in order to update the 

predictions (e.g., Bone et al., 2021; Lutz et al., 2019). The model from Study I could therefore 

be seen as a starting point, which is augmented by additional data from different sources to 

improve predictions. This could lead to so-called clinical support tools, which can be applied 

directly into clinical practice to individualize therapy for the patient at hand in terms of 

precision mental health and patient-focused research (Lutz, de Jong, et al., 2021; Lutz, 

Deisenhofer, et al., 2022). However, acquiring many different sources of data, especially 

video ratings, is a costly and time-consuming process, limiting its feasibility to larger 

healthcare institutions rather than private practices. Future research should further investigate 

the use of such dynamic models in a prospective setting and how these can be implemented 

into clinical practice. 

In Study III, the application of ML was switched to another context, namely sudden 

gains and outcome. It was demonstrated that constant use of problem-solving techniques is 

important to foster the upward spiral and that the content of the therapy session is more 

important than the way it is delivered. Further, problems regarding the alliance have a bigger 

impact for non-gainers. These findings are in line with the original theory for the upward 

spiral (Tang & DeRubeis, 1999) and previous findings (Bohn et al., 2013; Wucherpfennig, 

Rubel, Hofmann, & Lutz, 2017). In contrast to the other studies, this was the first to quantify 

these effects using a methodology that allows for generalizability, even though no holdout 
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data was provided. The medium to large effect sizes highlight the importance of the right 

therapeutic strategy after a SG, which is crucial for the maintenance of the upward spiral and 

thus the therapeutic outcome. However, the identification of a SG is difficult in clinical 

practice, because according to Tang and DeRubeis’ (1999) criteria, three sessions after a SG 

must be assessed. Nevertheless, this information is of great value to clinicians, because the 

results reveal which strategies were applied after a sudden symptom improvement to maintain 

it. Because there is evidence that the influence of sudden gains depends on the time point, at 

which they occur, future studies should take this into account (Stiles et al., 2003). It is 

possible that varying therapeutic strategies may be indicated after an early versus later sudden 

gain.  

All three studies utilized machine learning algorithms for prediction in the field of 

precision mental health and patient-focused research. Results indicated that predictive 

modeling can offer considerable clinical value and can be directly applied in practice. While 

the models developed in these studies demonstrate significant utility and implement the 

suggestions by Steyerberg et al. (2013) presented in Chapter 2.4, further research is needed to 

validate them using a prospective holdout dataset to improve their generalizability. Therefore, 

it is important to note that despite the strengths of these studies, there are some limitations that 

need to be addressed. These limitations will be discussed in the following section. 

8.2 General Limitations 

 All studies have a limitation due to the lack of prospective holdout samples. Although 

Study I used a holdout sample, it was not prospective and did not come from another 

outpatient clinic, which limits generalizability due to possible overfitting. In Studies II and III, 

creating a holdout dataset was not feasible due to the relatively small sample sizes. 

Nevertheless, precautions were taken to ensure generalizability, such as separating the data 

into a training set and a test set and using CV procedures (Ball et al., 2020). Further, all 

studies considered the recommendations for data pre-processing and statistical requirements 

and covered a wide range of potentially influencing factors (see Chapters 2.4.1 and 2.4.2; Z. 

D. Cohen et al., 2021; Delgadillo, 2021; Steyerberg et al., 2013). Therefore, all models are 

elaborated to the extent that they can be well applied in other data contexts to test their 

generalizability.  

Especially in Studies II and III, the sample sizes should be discussed. Since ML 

algorithms are able to capture complex relationships, they also need correspondingly large 

data sets. Only Study I had a sample size of over 1000 patients, justifying the use of the term 
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big data (Delgadillo, 2021). However, it remains uncertain whether the amount of data is 

sufficient for highly complex algorithms such as neural networks (Brownlee, 2016; Jacobucci 

& Grimm, 2020). In a similar study with a sample size of nearly 50000 cases, neural networks 

were able to produce better models (Giesemann et al., 2023). Due to these preconditions, an 

elastic net algorithm was used in Studies II and III, which can only capture linear correlations, 

but requires only smaller amounts of data (Domingos, 2012). In this context, data quality 

should also be mentioned, as self-report assessments and video ratings always have 

measurement errors, which can be large and make predictions more difficult compared to data 

from other disciplines such as neuroscience. Nevertheless, the datasets used in these studies 

are still comparatively large, have many variables and represent real-world settings, which 

further emphasizes the clinical utility of these models. However, larger data sets and intensive 

repeated measures, e.g., via ecological momentary assessment (EMA; Fisher & Bosley, 2020; 

Hehlmann et al., 2021), may further improve the models. EMA is more likely to reflect 

patients’ real experiences and behavior in their daily lives than retrospective measurements, 

which are subject to several biases (e.g., retrospective biases; Ebner-Priemer & Trull, 2009), 

and should therefore be used in future studies. 

 Besides the sample constraints, it is important to take into account the composition of 

the samples used in the studies. All studies relied on data from the psychotherapy outpatient 

clinic at the University of Trier in Germany. Therapists had diverse cultural backgrounds and 

treated patients with migrant backgrounds as well as those with different gender identities and 

sexual orientations, addressing common mental illnesses among these populations. 

Nevertheless, some populations were underrepresented, which can be seen as a constraint, as 

building prediction models based on non-diverse samples may lead to algorithms that 

discriminate against minorities with rare disorders or of black ethnicity. This could happen 

due to a lack of diversity in the teams that developed the algorithms or in the training and test 

data used, highlighting the need for more inclusive and representative data collection 

practices. To address this concern, Forscher et al. (2020) suggest utilizing big team science 

approaches that involve the assessment of multi-cultural, multi-site data. 

In addition to limitations due to sampling, the definition of dropout could be a limiting 

factor. In Studies I and II, dropout was defined as the patient stopping therapy despite the 

therapist’s recommendation to continue. Because there are other definitions of dropout, 

transferring the results to contexts using other definitions should be made with caution.  

Furthermore, Study III did not control for symptom severity after a SG or PG. For this 

reason, it cannot be distinguished whether the recommendations after a SG really apply to this 
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phenomenon alone or to patients with lower symptom severity in general. Although this does 

not limit the results and recommendations, future studies should additionally control for 

symptom severity after a SG or PG to better understand and classify the phenomenon of 

sudden gains. Further, in Study III, the distribution of diagnoses in both groups was not 

identical, but there is no reason to assume that this interfered with the findings (Aderka & 

Shalom, 2021; Cuijpers et al., 2013). Last, in Study III crucial predictors may not have been 

assessed or longer-term processes may have been overlooked. Future studies should consider 

assessing more sessions and taking the timing of the SG into account in their analyses to 

investigate whether other predictors play an important role depending on the timing of SGs. 

8.3 Concluding Remarks 

Despite the limitations mentioned above, these studies offer valuable contributions to 

the field of precision mental health research and the use of new methodologies, specifically 

machine learning algorithms. The studies imply that it is possible to construct a model to 

predict an individual patient’s likelihood of dropping out based on data collected before the 

first session (Study I), and that this model can be enhanced by including additional data from 

early therapy sessions and data from various sources (Study II). Moreover, machine learning 

can be utilized to develop models that help to extract important information from crucial 

processes in therapy (Study III). Additionally, the modeling process can identify predictors 

that have a significant impact on the target variable, which can be used to tailor treatment 

plans in practice. By further developing these prognostic models, they can be further 

improved and applied in various contexts. 

These three precision mental health approaches have the potential to improve already 

effective treatments by reducing the rate of treatment dropouts and adjusting treatment 

strategies after a sudden gain to ensure continued improvement and symptom relief. To 

optimize the use of these models, it is important to provide extensive training to therapists. 

Implementing data-driven and algorithm-based decision support in routine psychotherapy 

could potentially bridge the research-practice gap and establish a symbiosis of evidence-based 

practice and practice-based evidence (Barkham & Mellor-Clark, 2003; Kazdin, 2016; Lutz, 

2002), an important goal in patient-focused research. 
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Abstract 

Background: About thirty percent of patients drop out of cognitive behavioral therapy 

(CBT), which has implications for psychiatric and psychological treatment. Findings 

concerning dropout remain heterogeneous. Aims: This paper aims to compare different 

machine learning (ML) algorithms using nested cross-validation, evaluate their benefit in 

naturalistic settings, and identify the best model as well as the most important variables. 

Method: The data set consisted of 2543 outpatients treated with CBT. Assessment took place 

before session one. Twenty-one algorithms and ensembles were compared. Two parameters 

(Brier score, area under the curve (AUC)) were used for evaluation. Results: The best model 

was an ensemble that used random forest and nearest neighbor modeling. During the training 

process, it was significantly better than generalized linear modeling (GLM) (Brier score: d = –

2.93 [-3.95; -1.90]; AUC: d = 0.59 [0.33; 1.06]). In the holdout sample, the ensemble was able 

to correctly identify 63.4% of cases as dropout/regular, while the GLM only identified 46.2% 

correctly. The most important predictors were lower education, lower scores on the 

Personality Style and Disorder Inventory (PSSI) compulsive scale, younger age, higher scores 

on the PSSI negativistic and PSSI antisocial scale as well as on the Brief Symptom Inventory 

(BSI) additional scale (mean of the four additional items) and BSI overall scale. Conclusions: 

ML improves dropout predictions. However, not all algorithms are suited to naturalistic 

datasets and binary events. Tree-based and boosted algorithms including a variable selection 

process seem well-suited, while more advanced algorithms such as neural networks do not. 

 

Keywords: dropout; machine learning; algorithms; ensembles; variable selection 
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Predicting Patients who will Drop out of Outpatient 

Psychotherapy Using Machine Learning Algorithms 

Cognitive behavioral therapy (CBT) is an effective treatment for mental health 

problems.1 However, approximately one in five patients drop out of treatment,2 leading to 

many problems such as the lack of an adequate treatment.3,4 

Because of these negative consequences, identifying patients at a high risk of dropping 

out could lead to the development of clinical support tools that minimize the risk of dropout in 

individual patients.5,6 However, findings from past studies examining CBT treatments have 

been heterogeneous with only younger age and lower education level being consistently 

associated with dropout.7–9 Most studies used small samples and heterogeneous methods. 

Therefore, an increase of statistical precision and large datasets are necessary to reliably 

identify patients at risk of dropping out of therapy. 

Methodological Developments 

Over the last years, machine learning (ML) approaches in particular have had a large 

impact on prediction modeling and on the most recent debate about the implementation of 

personalized or precision medicine concepts in mental health.10,11 ML has been applied in 

various prediction contexts,12–15 taking advantage of the ability to capture non-linear 

relations.16 

 Nevertheless, ML does not always have an advantage over more traditional 

methods,17 indicating that personalized medical care faces serious challenges that cannot be 

addressed through algorithmic complexity alone.18 It remains unclear which ML methods are 

most suited to data from an outpatient CBT setting and whether previous findings can be 

generalized to this context.15,18 Further, to our knowledge, there is no study that investigated 

the use of ML algorithms for the prediction of a binary event in a naturalistic setting. For this 

reason, we pursued two aims in this study: 

1.) Various ML algorithms will be systematically compared with regard to their 

personalized dropout predictions and under routine care outpatient CBT 

conditions. 

2.) Findings from these comparisons will be used to generate a clinically useful 

dropout prediction model that can be used in clinical practice before the first 

session has occurred. 

 



 Original Publications                                                                                                               73  

Method 

Patients and Treatment 

 The analyses were based on a sample comprising 2543 patients treated at the 

University of Trier Outpatient CBT Clinic in Southwest Germany between 2007 and 2021. 

Patients were included when they had completed a battery of questionnaires at intake, had 

begun therapy after the diagnostic phase (i.e., completed at least three sessions) and 

completed (i.e., consensual termination) or dropped out of treatment (see supplemental 

materials 1 for a flowchart of selected patients). Written informed consent was obtained from 

all patients. The authors assert that all procedures contributing to this work comply with the 

ethical standards of the relevant national and institutional committees on human 

experimentation and with the Helsinki Declaration of 1975, as revised in 2008. All procedures 

involving human patients were approved by the ethics committee of the University of Trier. 

All patient data collected from 2007 to 2017 were used for the model generating 

process (training sample) while the remaining data were used for testing purposes (holdout 

sample). Therapy took place once a week (range = 3–113 sessions). When patients dropped 

out, the number of sessions was significantly lower than when they completed therapy 

(Mdropout = 17.2 sessions; Mcompletion = 43.4 sessions; t(2541) = 33.46; p < .001; Cohen’s d = 

1.49). This held true for the training sample (Mdropout = 17.5 sessions; Mcompletion = 44.3 

sessions; t(2041) = 31.36; p < .001; Cohen’s d = 1.51) and for the holdout sample (Mdropout = 

16.4 sessions; Mcompletion = 39.0 sessions; t(498) = 12.51; p < .001; Cohen’s d = 1.21). 

Diagnoses were based on the German version of the Structured Clinical Interview for 

Axis I DSM–IV Disorders—Patient Edition (SCID-I)19 and the International Diagnostic 

Checklist for Personality Disorders (IDCL-P).20 Interviews were conducted by intensively 

trained independent clinicians before actual therapy began. All sessions were videotaped; 

interviews and diagnoses were discussed in expert consensus teams that included four senior 

clinicians. Final diagnoses were determined by consensual agreement of at least 75% of the 

team members. For an overview of patient characteristics and differences between the groups 

see supplemental materials 2. 

The mean scores of the short-form of the Outcome Questionnaire21 and the Brief 

Symptom Inventory (BSI22; German translation of Derogatis23) were 1.90 (SD = 0.56) and 

1.30 (SD = 0.71) respectively, indicating a moderate to severe general level of distress. 
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Therapists 

Patients were treated by 220 therapists (175 female, 41 male, 9 unknown) who 

participated in a three-year (full-time) or five-year (part-time) postgraduate training program 

with a CBT focus. Each therapist had at least 1 year of clinical training before beginning to 

treat patients. On average, therapists treated 11.6 patients each (SD = 6.2, range 1–26). Each 

therapist received one hour of group or individual supervision on a monthly basis. The session 

videos were used for supervision and research. Supervisors were senior clinicians with at least 

five years of clinical experience after completing training. In treatment, therapists scored a 

mean of 3.81 (SD = 0.89) on the “overall adherence item” of the Inventory of Therapeutic 

Interventions and Skills24 (ITIS), which can be considered as moderately lege artis. 

Measures 

 Dropout. Dropout was assessed via clinical judgment at the end of treatment. When 

the patient and therapist agreed on a consensual end of therapy, the treatment was considered 

regularly completed. In contrast, when the patient stopped coming to therapy, despite the 

therapist’s appraisal that more sessions were necessary, the form of termination was 

considered a dropout. Examples of this operationalization of dropout include the patient 

stopped coming to sessions and was unable to be reached by phone or e-mail or the patient 

told the therapist that they will no longer bet coming to therapy anymore, despite the 

therapist’s advice to continue therapy. 

 Intake variables. 77 variables measured at intake (i.e., before the first session) were 

included in the analyses. Table 1 shows all 77 variables as well as the mean differences. All 

variables were assessed via questionnaires.  

Selection of ML Algorithms  

 In order to get an accurate picture of common algorithms used in sociological/ 

scientific/ medical contexts, we decided to use and compare only those algorithms that have 

already found application in the relevant literature. For this purpose, we particularly focused 

on the Stratified Medicine Approaches for Treatment Selection (SMART) Mental Health 

Prediction Tournament at the 2019 Treatment Selection Idea Lab (TSIL) conference, in which 

13 different research groups developed different prediction models using the same dataset (for 

a further review, see Cohen et al.25). Using the information from this tournament, as well as 

an examination of the literature provided by the tournament organizer, we selected a total of 
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21 algorithms for closer examination (see Table 2). As we aimed to compare different 

algorithms regardless of them being linear or non-linear, we decided to include linear 

algorithms alongside the ML algorithms, as suggested by Brownlee.16 

Table 1 

Predictors used for model generation. Predictors were routinely collected at intake. 

Variables 

 

Training sample 

Dropout vs. 

regular 

 

Holdout sample 

Dropout vs. 

regular 

Training sample vs. 

Holdout sample 

t-value / 

chi²-

value 

p-value 

t-value 

/ chi²-

value 

p-value 

t-value / 

chi²-

value 

p-value 

Male sex -0.67 0.41 1.89 0.17 1.62 0.20 

High education -29.83 <.001 -12.16 <.001 2.11 0.15 

Middle education 0.08 0.78 0.16 0.69 -0.62 0.43 

Sick leave 6.03 <.05 0.01 0.93 -2.82 0.09 

Children 0.31 0.58 -0.00 0.95 -5.40 <.05 

Marital status -8.54 <.01 -1.96 0.16 -3.06 0.08 

Medication intake -1.35 0.25 -0.00 1.00 -2.15 0.14 

Age -3.75 <.001 -1.70 0.09 -0.46 0.65 

Outcome Questionnaire 

(OQ) -Total score 
3.75 <.001 2.12 <.05 1.02 0.31 

OQ - Symptom distress 3.14 <.01 2.02 <.05 1.49 0.14 

OQ - Social role 

functioning 
1.31 0.19 0.69 0.49 0.72 0.47 

OQ - Interpersonal 

relationship 
5.75 <.001 2.54 <.05 -0.70 0.48 

Questionnaire for the 

Evaluation of 

Psychotherapy (FEP2) 

- Total score 

3.20 <.01 2.38 <.05 0.08 0.93 

FEP2 - Well-being 1.80 0.07 1.93 0.05 1.40 0.16 

FEP2 - Discomfort 3.54 <.001 2.87 <.01 0.99 0.32 
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Table 1 continuation 

 

 

Variables 

 

Training sample 

Dropout vs. 

regular 

 

Holdout sample 

Dropout vs. 

regular 

Training sample vs. 

Holdout sample 

t-value / 

chi²-

value 

p-value 

t-value 

/ chi²-

value 

p-value 

t-value / 

chi²-

value 

p-value 

FEP2 - Incongruence 3.60 <.001 2.66 <.01 0.03 0.97 

FEP2 - Interpersonal 1.92 0.06 0.89 0.37 -1.66 0.10 

Emotionality Inventory 

(EMI) - Total score 
2.71 <.01 1.45 0.15 0.65 0.52 

EMI - Anxiety 1.75 0.08 2.39 <.05 -0.85 0.40 

EMI - Depression 3.42 <.001 1.63 0.10 1.71 0.09 

EMI - Inhibition 0.81 0.42 0.38 0.71 -0.64 0.52 

EMI - Security 3.09 <.01 1.58 0.12 -0.16 0.88 

EMI - Well-being 2.71 <.01 0.23 0.41 0.68 0.50 

Brief Symptom 

Inventory (BSI) - Total 

score 

5.92 <.001 2.96 <.01 0.13 0.90 

BSI - Somatic problem 4.12 <.001 2.61 <.01 -0.04 0.97 

BSI - Obsessive 

compulsive 
2.86 <.01 1.22 0.22 0.28 0.78 

BSI - Uncertainty 4.32 <.001 1.94 0.05 -0.57 0.57 

BSI - Depression 5.09 <.001 2.17 <.05 0.76 0.45 

BSI - Anxiety 3.72 <.001 2.67 <.01 -0.31 0.76 

BSI - Hostility 5.25 <.001 2.79 <.01 -0.92 0.36 

BSI - Phobia 4.32 <.001 2.42 <.05 0.65 0.51 

BSI - Paranoid 5.87 <.001 3.05 <.01 -1.58 0.11 

BSI - Psychoticism 5.16 <.001 1.94 0.05 1.36 0.17 

BSI - Additional 6.81 <.001 3.07 <.01 1.58 0.11 
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Table 1 continuation 

 

Variables 

 

Training sample 

Dropout vs. 

regular 

 

Holdout sample 

Dropout vs. 

regular 

Training sample vs. 

Holdout sample 

t-value / 

chi²-

value 

p-value 

t-value 

/ chi²-

value 

p-value 

t-value / 

chi²-

value 

p-value 

Interpersonal Problems 

(IIP32) - Total score 
1.86 0.06 0.97 0.33 -0.39 0.70 

IIP - Autocratic/ 

dominant 
4.82 <.001 2.60 <.01 -1.86 0.06 

IIP - Confrontational 3.19 <.01 2.06 <.05 -0.65 0.51 

IIP - Unapproachable 2.86 <.01 2.01 <.05 1.01 0.31 

IIP - Introverted 1.58 0.11 0.81 0.42 -0.33 0.74 

IIP - Submissive -2.06 <.05 -1.87 0.06 0.19 0.85 

IIP - Exploitable -2.95 <.01 -1.91 0.05 -0.24 0.81 

IIP - Caring 1.40 0.16 1.44 0.15 0.11 0.92 

IIP - Expressive 1.16 0.25 -0.54 0.59 -0.28 0.78 

Incongruence 

Questionnaire (INK23) 

- Total score 

3.47 <.001 1.43 0.15 -1.08 0.28 

INK - Approach 2.74 <.01 1.42 0.16 0.03 0.97 

INK - Avoidance 3.78 <.001 1.27 0.21 -2.26 <.05 

Dysfunctional Attitudes 

Scale - short form 

(DASK) - Total score 

2.42 <.05 0.92 0.36 -0.38 0.70 

DASK - Recognition 0.36 0.72 1.05 0.30 -1.37 0.17 

DASK - Performance 2.91 <.01 0.72 0.47 -0.08 0.94 

Inventory of Stressful 

Events (ILE) - Score 

for number of events 

3.19 <.01 1.61 0.11 -2.31 <.05 

ILE - Score for stress 3.18 <.01 1.41 0.16 -2.64 <.01 
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Table 1 continuation 

Variables 

 

Training sample 

Dropout vs. 

regular 

 

Holdout sample 

Dropout vs. 

regular 

Training sample vs. 

Holdout sample 

t-value / 

chi²-

value 

p-value 

t-value 

/ chi²-

value 

p-value 

t-value / 

chi²-

value 

p-value 

ILE - Number in 

patient’s life 
3.54 <.001 2.24 <.05 -1.20 0.23 

ILE - Number of events 

in close relationships 
-1.55 0.12 -1.04 0.30 -0.22 0.83 

ILE - Number of events 

in distant relationships 
-3.86 <.001 -2.11 <.05 5.24 <.001 

General Perceived Self-

Efficacy Scale 

-0.26 0.79 -0.80 0.43 
0.90 0.37 

Personality Style and 

Disorder Inventory - 

short form (PSSIK) - 

Antisocial 

4.49 <.001 3.16 <.01 -0.08 0.93 

PSSIK - Paranoid 6.07 <.001 2.47 <.05 -1.63 0.10 

PSSIK - Schizoid 3.23 <.01 0.74 0.46 -0.17 0.87 

PSSIK - Avoidant 0.34 0.74 -1.13 0.26 -0.67 0.50 

PSSIK - Compulsive -4.66 <.001 -1.52 0.13 -0.80 0.42 

PSSIK - Schizotypal 1.42 0.16 -0.05 0.96 -1.71 0.09 

PSSIK - Rhapsodic -0.63 0.53 1.15 0.25 0.28 0.78 

PSSIK - Narcissistic 1.44 0.15 0.94 0.35 0.79 0.43 

PSSIK - Negativistic 6.06 <.001 2.85 <.01 -2.30 <.05 

PSSIK - Dependent 4.23 <.001 1.93 0.05 -1.15 0.25 

PSSIK - Borderline 4.51 <.001 2.19 <.05 0.33 0.74 

PSSIK - Histrionic 3.43 <.001 2.28 <.05 -1.42 0.15 

PSSIK - Depressive 4.23 <.001 1.63 0.10 -0.11 0.91 

PSSIK - Altruistic 1.88 0.06 1.83 0.07 -0.04 0.97 
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Table 1 continuation 

Note: Negative values indicate a negative correlation with the dropout variable or a higher 

value/ratio in the holdout sample. For dichotomous variables (first 7 variables) a chi² - test 

was used, for continuous variables, a t-test was used. High Education = University entrance 

qualification; Middle school = middle school graduation. The total score of the BSI additional 

scale is the mean of the four additional items of the BSI. 

Data Analytic Strategy 

Data preparation. All analyses were conducted using the free software environment R 

version 4.1.1.26 No variables that had more than 10% missing values were included in the 

analyses. Therefore, we had to exclude a total of five variables (total scores of the Patient 

Health Questionnaire (PHQ-9), Affective Style Questionnaire (ASQ), Generalized Anxiety 

Disorder Assessment (GAD-7), Ten Item Personality Measure (TIPI) and Work and Social 

Variables 

 

Training sample 

Dropout vs. 

regular 

 

Holdout sample 

Dropout vs. 

regular 

Training sample vs. 

Holdout sample 

t-value / 

chi²-

value 

p-value 

t-value 

/ chi²-

value 

p-value 

t-value / 

chi²-

value 

p-value 

Patient-rated wellbeing -2.91 <.01 -1.70 0.09 -0.90 0.37 

Current emotional and 

psychological 

functioning 

-3.05 <.01 -2.69 <.01 1.92 0.06 

Therapy Expectations 

(TE) - Importance of 

psychotherapy 

-1.70 0.09 0.64 0.53 0.03 0.97 

TE - Difficulties 

attending 

psychotherapy 

-1.93 0.05 1.58 0.11 -1.75 0.08 

TE - Confidence in the 

helpfulness of 

psychotherapy 

-2.82 <.01 -3.22 <.01 -0.64 0.52 

TE - Amount of 

previous psychotherapy 
-0.09 0.93 0.67 0.50 2.49 <.05 

TE - Chronicity of the 

problem 
1.37 0.17 2.10 <.05 -0.24 0.81 

TE - Estimated future 

coping 
-2.22 <.05 -1.47 0.14 -0.47 0.64 
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Adjustment Scale (WSAS)). No patient was excluded from the analyses because of too many 

missing values. Variables with less than 10% missing values were imputed using a trained 

random forest in the R package missForest v1.4.27 The imputations for the training and 

holdout samples were conducted separate from the cross-validation (CV) framework before 

the actual analyses. For model training, we used the R-packages caret v6.0-9028 and 

caretEnsemble v2.0.1.29 These packages tune the hyperparameters to their optimal settings 

depending on which one is being used. To ensure a fair comparison of the algorithms, we did 

not change the packages’ default settings. Table 2 shows the algorithms used and the different 

tuning parameters that were tested (for a further review see Kuhn30). Identification of the best 

model was always based on the receiver operating characteristic (ROC) curve. The model 

with the largest area under the curve (AUC) was considered the best model. All models 

predicted dropout as a binary event (dropout vs. non-dropout). 

Ranking and correlation of algorithms. First, we ranked all individual algorithms 

based on the two parameters (i.e., Brier, AUC) and compared the correlations of the 

predictions of all algorithms during the model building process using the corresponding 

function in the Caret package. For this purpose, we conducted a nested CV with 20 outer and 

10 inner loops according to Brownlee’s31 recommendations. All continuous variables were 

centered separately for each outer CV loop of the training and test sets. Subtrahend was 

always the mean value from the training data of the respective variable to avoid data leakage 

and to ensure appropriate data preparation for the algorithms.16 Dropout was dichotomized 

with 1 (dropout) and 0 (regular termination). Subsequently, each of the 21 ML algorithms 

generated a dropout prediction model based on each outer and inner CV training set that was 

then evaluated in the respective outer or inner CV test set to minimize overfitting32 and the 

influence of sample characteristics. For the inner CV, we also applied a sampling method 

(Synthetic Minority Oversampling Technique; SMOTE)33 to address the problem of class 

imbalance.34,35 SMOTE is a hybrid method combining up and down sampling. It artificially 

generates new examples of the minority class using the nearest neighbors of these cases. 

Furthermore, the majority class examples are also under-sampled, leading to a more balanced 

dataset. Then, a performance ranking based on the Brier score and the AUC was generated as 

well as the correlation matrix for all algorithms. 
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Table 2 

Classification of all machine learning algorithms (Brownlee, 2019) that were used in this 

study. 

Regression Tuning Parameters 

Generalized Linear Model (GLM) - 

GLM with stepwise feature selection using AIC 

(GLMAIC) 

- 

Bayesian  

Bayesian GLM (BAYESGLM) - 

Naïve Bayes (NB) usekernel[y/n]; laplace = 0; adjust = 1 

Decision Tree  

C4.5-like Trees (C4.5) C[0.01; 0.255; 0.5]; M[1; 2; 3] 

Conditional Inference Trees (CTREE) maxdepth[1; 2; 3]; mincriterion[0.01; 

0.5; 0.99] 

Artificial Neural Networks  

Feed-Forward Neural Network with single 

hidden layer (NNET) 

size[1; 3; 5]; decay[0; 0.1; 0.0001] 

Averaged feed-forward Neural Network with 

single hidden layer over different seeds (AVNN) 

size[1; 3; 5]; decay[0; 0.1; 0.0001]; bag 

= FALSE 

Monotone Multi-Layer Perceptron Neural 

Network (MONMLP) 

hidden1[1; 3; 5]; n.ensemble = 1 

Dimensionality Reduction  

Linear Discriminant Analysis (LDA) - 

Regularization  

Elastic Net (EN) alpha[0.1; 0.55; 1]; lambda[0.0001; 

0.001; 0.01] 

Instance-based  

K-fold-Nearest Neighbors (kNN) k[5; 7; 9] 

Support Vector Machines (SVM) cost[0.25; 0.5; 1];  

Ensembles  

Generalized boosted regression modeling 

(GBM) 

Interaction depth[1; 2; 3]; n.trees[50; 

100; 150]; n.minobsinnode = 10; 

shrinkage = 0.1 

Boosted Logistic Regression (LOGIT) nIter[11; 21; 31] 

Extreme Gradient Boosting (XGB) Eta[0.3; 0.4]; max_depth[1; 2; 3]; 

colsample_bytree[0.6; 0.8]; 

subsample[0.5; 0.75; 1]; nrounds[50; 

100; 150]; gamma = 0; 

min_child_weight = 1;  

Random Forest (RF) mtry[2; 4; 7] 

Bagged Multivariate Adaptive Regression 

Splines (MARS) 

nprune[2; 8; 14]; degree = 1 

Bagged Classification and Regression Tree 

(CART) 

- 

Adapted boosted Classification Trees (ADA) maxdepth[1; 2; 3]; iter[50; 100; 150]; 

nu = 0.1 

Boosted Generalized Linear Model 

(GLMBOOST) 

mstop[50; 100; 150] 

Note: The numbers in the square brackets indicate the different tuning parameters tested using 

the R package caret. The words in bold are the categories of the respective algorithms. 
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Brier score. The Brier score ranges from 0 (best prediction) to 1 (worst prediction) by 

measuring probabilistic predictions.36 Thus, it takes the certainty of the prediction into 

account. In effect, it is the mean squared error of the forecast 

1

𝑁
∑(𝑓𝑡 − 𝑜𝑡)²

𝑁

𝑡=1

 

Hereby, N is the total number of observations, f is the probability of the event (i.e., dropout) 

and o is the actual outcome (i.e., 0 or 1) of the event at instance t. 

AUC. The AUC uses the sensitivity and specificity of a prediction and ranges from 0 

(worst prediction) to 1 (best prediction). Based on signal detection theory37, the AUC takes 

the base rate of the dependent variable into account. 

Ensembles. We used the ranking of single algorithms and the correlation matrix to 

generate ensembles. Ensembles show better performance and greater robustness in certain 

contexts by reweighting the results of different algorithms, which can produce better overall 

results.38 We decided to use five types of ensembles. The two and three best algorithms, the 

two and three least correlating algorithms and the best algorithm with the respective least 

correlating algorithm. The idea to merge algorithms with low correlations is that they 

probably assess different aspects of the dataset.39 Therefore, it is possible that an ensemble of 

such algorithms improves the prediction significantly, even though one algorithm makes poor 

predictions on its own. These ensembles were merged either via a generalized linear modeling 

(GLM) algorithm or via the best algorithm across both parameters (i.e., Brier score and AUC) 

according to our ranking using the stacking method. Again we used Caret with its default 

settings to create an ensemble with the best parameters. In total, we generated ten ensembles 

(5 types of ensemble x 2 ways of merging). 

Comparing ensembles and single algorithms. Next, we compared all 10 ensembles and 

the 5 best single algorithms. Again, we used a nested CV as described above. However, this 

time we used a 10-fold inner CV with 3 repetitions. Repeating the CV leads to a more precise 

result40, so we conducted this procedure for a more adequate comparison. 

Extending the procedure. In order to gain a more comprehensive picture, we repeated 

the entire procedure twice. For the first repetition, we only used the significant predictors (i.e., 

initial impairment, male sex, lower education status, more histrionic and less compulsive 

personality style and negative treatment expectations) from Zimmermann et al.8 Thus, we 

evaluated the changes in the prediction when using these relevant predictors only. For the 

second repetition, we performed variable selection using an elastic net (EN) regularization 

with the Caret package for the training set after each split. As we examined a large set of 
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variables, we evaluated whether some models improve, when preceded by variable selection. 

This was done 20 times for each training set of the outer loops inside the CV framework, 

preventing data leakage from the test set. For this EN selection after each split, we did not use 

Caret to choose the optimal setting, but set alpha to 0.1 for the first analysis and then altered 

alpha in increments of 0.1 until 1 was reached. An alpha of 0 is equal to a ridge regression, 

while an alpha of 1 equals a least absolute shrinkage and selection operator (LASSO) 

regression. We also defined lambda’s range analogue to the alpha parameter. Lambda defines 

the magnitude of the regression penalty. This resulted in 100 different possible combinations 

of these two parameters (10 values for alpha x 10 values for lambda) to identify the best 

fitting model. Identification of the best model was always based on the AUC. The model with 

the highest value was considered the best model. At the end of the second repetition, we only 

included the predictors that had predictive power in the best model. 

Conducting this entire procedure three times (with all variables, with only seven 

predictors, and with variables that had predictive power in the preceding EN analysis) led to a 

total of 30 ensembles (10 ensembles x 3 procedures) and 15 single algorithms (5 single 

algorithms x 3 procedures). Each ensemble and single algorithm generated a model via a 

nested CV with 20 outer loops and 10 inner loops with three repetitions. The model with the 

best mean prediction scores across all CVs and across both parameters was chosen. 

Generating 20 models via the outer CVs resulted in one distribution consisting of 20 Brier 

scores and one distribution consisting of 20 AUC scores for each algorithm/ensemble. In 

order to quantitatively compare the differences and distributions as well as the robustness 

against sampling artifacts, t-tests between the best and worst model as well as between the 

best model and a single GLM were conducted for each parameter. 

For a final test we used the best ensemble/algorithm and let it generate a model with 

the whole training sample via a 10-fold CV with 3 repetitions. This model was then tested in 

the still unused and independent holdout sample to assess the generalizability of the model 

and to prevent overfitting. 

Last, the holdout sample’s confusion matrix was examined in order to assess the 

improvement of the prediction. Therefore, each case that had a higher risk than the mean of 

the training sample to drop out of therapy (i.e., 30.6%) was considered a predicted dropout 

case. Finally, the Caret package was used to determine the most important variables. 
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Results 

After the first step, the algorithm with the best predictions when using all variables was 

Generalized Boosted Regression Modeling (GBM). When only using predictors that showed 

predictive power in a preceding EN analysis, Random Forest (RF) was the best algorithm. 

Adapted boosted Classification Trees (ADA) made the best predictions when only the seven 

significant predictors were used (see supplemental materials 3 for an overview of all 

algorithms). Especially boosting and tree-based approaches seemed to make the best 

predictions. Further, algorithms from different classes seemed to correlate the least with each 

other (see supplemental materials 4 for the low correlating algorithms).  

 Next, by using the rankings (supplemental materials 3) and correlations (supplemental 

materials 4), we generated the ensembles as described above for the final analyses. 

Comparing the different algorithms and ensembles, the best model across both parameters 

was generated by an ensemble with the best ML algorithm and its least correlating algorithm 

(i.e., RF and k-fold Nearest Neighbors (kNN)) that was merged via a GLM and had a 

preceding EN variable selection (Brier score = 0.1983; AUC = 0.6581). Table 3 provides an 

overview of all algorithms and ensembles.  

The distributions of each algorithm/ensemble revealed that the best ones hardly 

differed from each other (see Figure 1). Nevertheless, some models seemed to make 

significantly worse predictions. For the Brier score, the pattern was very similar. 

As a result of these distributions, we were able to compare model accuracy/robustness 

via t-tests. A paired one-sided t-test revealed a highly significant effect between the overall 

best and overall worst models concerning the AUC score (AUCbest = 0.6581; AUCworst = 

0.5465; t(19) = 8.30, p < .001, Cohen’s d = 1.86 [0.11; 2.58]). Comparing the overall best 

model with the models of a GLM using all variables, the effect was still significant (AUCbest = 

0.6581; AUCGLM = 0.6253; t(19) = 2.63, p < .01, Cohen’s d = 0.59 [0.11; 1.06]). For the Brier 

score, the effects were also significant when comparing the best with the worst model 

(Brierbest = 0.1982; Brierworst = 0.2859; t(19) = –13.03, p < .001, Cohen’s d = –2.91 [–3.92; –

1.89]) and when comparing the best model with the GLM model using all variables (Brierbest 

= 0.1982; BrierGLM = 0.2384; t(19) = –13.11, p < .001, Cohen’s d = –2.93 [–3.95; –1.90]). All 

boxplots are shown in supplemental materials 5. 
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Table 3 

Mean scores of the models generated by all 45 algorithms and ensembles. 

Algorithm/Ensemble 
Stacking 

Method 
Variables used Brier score AUC 

Training 

AUC 

Best with lowest correlation GLM Selected with EN .1983 .6581 .6617 

Two best GLM Selected with EN .1983 .6577 .6674 

Three best GLM Selected with EN .1985 .6535 .6673 

Two best GBM All .1989 .6550 .6515 

Three best GLM All .1994 .6513 .6549 

Best with lowest correlation GLM All .1992 .6497 .6492 

Two Best GLM All .1995 .6518 .6530 

Three best GBM All .1998 .6523 .6557 

GBM - Selected with EN .2022 .6661 .6608 

Two best GLM Manually selected .1995 .6493 .6464 

RF - Selected with EN .2041 .6605 .6602 

Best with lowest correlation GLM Manually selected .1997 .6488 .6430 

Best with lowest correlation GBM All .2004 .6506 .6483 

Three best GLM Manually selected .1998 .6468 .6461 

Three least correlating GLM All .2010 .6435 .6494 

Three least correlating GBM All .2006 .6412 .6485 

Three best ADA Manually selected .2011 .6435 .6488 

ADA - All .2071 .6525 .6485 

GBM - All .2055 .6457 .6497 

Best with lowest correlation ADA Manually selected .2017 .6403 .6424 

XGB - Selected with EN .2069 .6480 .6584 

Two best ADA Manually selected .2014 .6349 .6482 

RF - All .2058 .6392 .6428 

ADA - Selected with EN .2099 .6475 .6591 

XGB - All .2075 .6448 .6451 

Two least correlating GLM All .2049 .6197 .6129 

Three least correlating GLM Manually selected .2053 .6193 .6095 

Two least correlating GLM Manually selected .2056 .6143 .6060 

GBM - Manually selected .2208 .6525 .6369 

GLMBOOST - Selected with EN .2309 .6408 .6516 

Three least correlating ADA Manually selected .2059 .6066 .6150 

Two least correlating ADA Manually selected .2064 .6087 .6092 

Two least correlating GBM All .2060 .6010 .6121 

ADA - Manually selected .2240 .6349 .6440 

GLMBOOST - Manually selected .2342 .6364 .6379 

GLMBOOST - All .2306 .6349 .6487 

Two least correlating GLM Selected with EN .2064 .5971 .5872 

LDA - Manually selected .2347 .6364 .6377 

Three least correlating GLM Selected with EN .2074 .5986 .6058 

Three best RF Selected with EN .2180 .6085 .6143 

GLMAIC - Manually Selected .2342 .6342 .6392 

Two best RF Selected with EN .2376 .5893 .5902 

Three least correlating RF Selected with EN .2490 .5661 .5607 

Best with lowest correlation RF Selected with EN .2586 .5864 .5838 

Two least correlating RF Selected with EN .2859 .5465 .5489 

Note: EN = Elastic net; GLM = Generalized linear model; RF = Random forest; GLMBOOST 

= Boosted generalized linear model; ADA = Adapted boosted classification trees; GLMAIC = 

Generalized linear model with stepwise feature selection using Akaike information criterion; 

XGB = Extreme gradient boosting; LDA = Linear discriminant analysis; GBM = Generalized 

boosted regression model; All ensembles and algorithms are ranked. 
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Figure 1 

Distribution of the 20 outer cross-validation (CV) models generated by each algorithm and 

ensemble ranked from best to worst using the area under the curve (AUC). 

 
Note: Each value was grand-mean centered; the horizontal line represents the total average of 

all models. The numbers on the graphs are the standard deviations. 

The best model was able to identify 63.4% of all holdout cases correctly before the 

first session occurred (the confusion matrix is shown in supplemental material 6) having an 

AUC of 0.6694 and a Brier score of 0.1988. Thus, it achieved a substantial improvement over 

the model generated by a GLM using all variables (46.2 %). The main dropout predictors that 

made a substantial contribution (i.e., relative importance > 90%) to the model were lower 

education level, younger age, lower scores on the compulsive scale of the personality style 

and disorder inventory (PSSI), higher scores on the negativistic and antisocial scale of the 

PSSI and higher scores on the additional scale of the BSI as well as a higher total score (see 

supplemental materials 7 for an overview of all variables; see Liaw et al41 for a description of 

how variable importance is calculated in a random forest model). The BSI additional scale is 

the mean of the four additional items not included in any of the dimension scores (“Poor 

appetite”, “Trouble falling asleep”, “Thoughts of death and dying”, “Feeling of guilt”). 
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Discussion 

The aim was to evaluate the use of different ML algorithms in a naturalistic routine care 

setting by generating a predictive model to identify patients who are at risk of dropout. Two 

different indices were used to gain a more comprehensive picture of the results. We selected 

21 algorithms for our study and used nested CV to compare them. We used the best 

algorithms and least correlating algorithms to generate ensembles that were also compared. 

The best model was an ensemble of the best algorithm with its least correlating algorithm 

(i.e., RF, kNN) that used only predictive variables and was merged via a GLM. Differences 

between the best ensemble and a single GLM as well as the worst algorithm were highly 

significant, independent of the examined parameters. When comparing the distributions of the 

best model and the GLM, a large effect size of up to d = 2.93 was found, indicating the 

superiority of the best model independent of the training sample used. 

The best model was able to correctly identify 63.4 % of all cases in an independent 

holdout sample. Although this does not seem very precise at first, it must be acknowledged 

that this prediction was made before the first session of routine CBT and that a single GLM 

correctly identified only 46.2 %. Therefore, this model is of high clinical value and is able to 

identify patients who tend to drop out of therapy before the first session has occurred. The 

mostly identical values of the AUC and the Brier score in the holdout sample compared to the 

test set in the modeling process indicate good stability and generalizability of the model.  

The most important variables used in the final prediction model also appear to differ 

significantly between dropout and consensual termination cases. Nevertheless, this is not true 

for all variables, suggesting that the model uses more than just the different mean values for 

prediction. Based on the relevant variables in the model, therapists should take time to build a 

complementary relationship with the patient and invest time in explaining how therapy can 

concretely help them. Particularly high levels of interpersonal variables that make it difficult 

to establish a functional therapeutic relationship (e.g., negativistic or antisocial personality 

style) appear to increase the risk of dropout. It is important for clinicians to pay attention to 

the complementarity of the relationship in order to establish a good alliance. This is especially 

crucial in the first session, as this is where the first impression is made. Here model 

predictions can be used to better prepare for potential interpersonal difficulties.  

With regard to the BSI additional scale, it seems reasonable to first treat symptoms 

such as sleep problems, poor appetite, suicidal thoughts, and feelings of guilt. Although 

general symptom burden or functionality do not play a particularly important role, symptoms 
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that are very obvious to the patient (e.g., sleep problems, distressing suicidal thoughts) appear 

to be important indicators. It is obvious that patients hope for a quick improvement of these 

symptoms in therapy, which has an important signal effect for therapists to focus on the 

treatment of these symptoms, especially at the beginning of therapy. Interestingly, lower 

education and younger age also seem to increase the probability of dropout. Other studies 

have also identified these variables8, so these should be considered in therapy, even if they are 

invariant. Future studies should explore the underlying mechanisms of these on dropout 

probability to better understand the effects and to improve future models. Nevertheless, using 

the information from our model, clinicians could generate a more precise case concept for the 

individual patient before the first session to help patients gain confidence in therapy, facilitate 

the establishment of a functional therapeutic relationship, and thus reduce the risk of dropout. 

Therefore, the best model from our analyses could improve and further support measurement 

based care with regard to dropout prediction and prevention.  

Further, the results indicate that ML algorithms/ensembles can have a true predictive 

advantage in naturalistic settings. However, this does not apply to all algorithms. Some 

produced significantly worse predictions, indicating that not all ML algorithms/ensembles are 

suited to naturalistic settings. Our results revealed that ensembles consisting of low 

correlating algorithms did not perform well except when a powerful algorithm that delivers 

good predictions on its own is included. The idea that low correlating algorithms assess 

different aspects of the dataset and thus should perform better than ensembles with more 

similar algorithms did not hold true. Mayer39 states that an optimal ensemble of low 

correlating algorithms consists of those that perform similarly on their own. This could 

explain the worse prediction quality in our data, as this was not the case in our analyses. 

Furthermore, the assumption the more the better also did not hold true. Ensembles that 

used more algorithms did not automatically perform better. This finding is in line with 

previous argumentation that selecting algorithms to create an ensemble does not follow easy 

rules like the more the better, but is a research topic of its own.42 In addition, when using a 

large set of variables, a variable selection procedure should be part of model generation, either 

by using an algorithm that includes a selection procedure or a preceding variable selection. 

Our findings indicate that algorithms that had to handle many variables and did not include a 

variable selection procedure performed worse (e.g., linear discriminant analysis (LDA)). This 

finding is in line with the existing literature, stating that, in clinical settings, not every variable 

has predictive power for a certain outcome43 and can thus weaken the power of the model. 
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 Interestingly, tree-based and boosted algorithms seem to perform better compared to 

more advanced algorithms like neural networks. This finding appeared consistently, 

independent of the examined parameters. Therefore, for this kind of naturalistic binary data, 

boosted linear algorithms and tree-based approaches such as random forest seem very well-

suited.  

Limitations 

Although this study has many strengths, several limitations must be mentioned. One 

reason for the poor performance of neural networks could be the data quality. Albeit 

naturalistic assessments include crucial predictive information, they are nowhere near perfect 

and always have measurement errors. Although this topic is not new44, these errors prevent 

the algorithms from assessing the relevant relationships. These suggestions are in line with the 

existing literature.43,45 A solution to this problem could be the usage of ecological momentary 

assessment (EMA) data, which provides more accurate descriptions of within-person 

processes at a higher resolution. For future studies, it is of great interest whether complex 

algorithms such as neural networks are more suitable for such data and are thus able to 

improve dropout predictions. Electrophysiological variables and neural imaging variables 

could also improve predictions,46 but such assessments are expensive and time-consuming 

and therefore unlikely to be used in routine care. In addition, the amount of data could have 

played an important role. Complex algorithms that are able to assess high order interactions 

need a lot of data.16 Thus, the size of our dataset limits the evaluation of these algorithms. 

Future studies should try to generate even larger datasets in order to evaluate the possible 

benefit of advanced algorithms. 

Furthermore, it is possible that certain predictive variables were not collected. For 

example, we only collected whether patients were taking medication or not, regardless of 

what they were taking or for how long. Although this variable did not play a role in our 

model, it cannot be ruled out that more precise information could improve the model. The 

same applies to the variables that we had to exclude due to too many missing values (i.e., 

PHQ-9, ASQ, GAD-7, TIPI, WSAS). These variables contain important clinical information 

that could be important for prediction. 

Moreover, we used only a small number of possible ML algorithms. Although we used 

many models that have already been applied in psychological studies to create a 

representative picture, it cannot be ruled out that an even more suitable approach for this kind 

of data exists. Also, as mentioned above, the use of ensembles requires a profound 
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understanding of this topic. For our own ensembles, we used the stacking method. However, 

there are other options to create ensembles such as bagging or boosting. 

 Although the model is well protected against overfitting by the use of repeated and 

nested CV as well as a separate holdout sample, the possibility of overfitting cannot be 

completely ruled out. Furthermore, our holdout sample is quite similar to the training sample, 

which limits the generalizability of the results. Nevertheless, it must be noted that there are 

differences between the samples, especially with regard to the diagnosis, which is why a 

certain degree of generalizability can be assumed. Nevertheless, holdout samples from other 

institutes should be used in future studies to more robustly test generalizability.  

 In addition, although this model helps identifying patients who are at risk of dropping 

out of therapy, it does not reveal the reasons for this increased risk. No causal conclusions can 

be drawn from this model, which is a limitation of our model and of ML in general. 

Nevertheless, the identified predictors provide first clues as to which risk factors may be 

relevant to dropout. Moreover, the identification of patients at risk for treatment 

discontinuation is the first step to reducing the number of patients who drop out.  

Conclusion 

To our knowledge, this study is the first to use such a large naturalistic dataset to 

evaluate different ML algorithms and ensembles to identify a useful dropout prediction 

model. The current study compared several ML methods in order to evaluate the benefit of 

ML in naturalistic contexts and to generate a model that has high clinical value for identifying 

dropout risk on an individual level. The model identified over 60% of patients’ type of 

therapy termination correctly. This study’s findings highlight that it is possible to identify 

patients at risk of dropout before the first session has occurred and that ML algorithms 

provide an important contribution to model generation. Especially tree-based and boosted 

algorithms that include a variable selection procedure (e.g., EN) seem suited to building 

prediction models for psychotherapy dropout.   

 Future research should further explore treatment data to improve prediction models 

and use them to develop strategies to reduce the risk of dropout. By implementing these 

models into clinical support systems, the number of dropouts could be reduced, resulting in 

more effective therapy outcomes and less burden on patients and society. 
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Supplemental Materials 2 

Patient characteristics of the training and holdout samples divided into dropout and regular completion. 

Characteristics 

Training sample  

(N = 2043) t-value / 

chi²-value 
p-value 

Holdout sample  

(N = 500) t-value / 

chi²-value 
p-value 

Regular  

(N = 1418) 

Dropout  

(N = 625) 

Regular  

(N = 346) 

Dropout  

(N = 154) 

Age (M years (SD)) 36.7 (12.7) 34.4 (12.7) 3.75 <.001 36.4 (14.3) 34.2 (13.0) 1.70 0.09 

Gender female (n (%)) 1279 (62.6) 400 (64.0) 0.67 0.41 213 (61.6) 84 (55.5) 1.89 0.17 

German nationality (n (%)) 1352 (95.3) 590 (94.4) 0.64 0.43 321 (92.8) 137 (89.0) 1.55 0.21 

Marital status (n married (%)) 422 (29.7) 146 (23.4) 8.75 <.01 89 (25.7) 30 (19.5) 1.96 0.16 

Education (n > 12 years (%)) 662 (46.7) 210 (33.6) 29.83 <.001 179 (51.7) 53 (34.4) 12.17 <.001 

Inability to work (n (%)) 269 (19.0) 149 (24.3) 6.03 <.05 58 (16.8) 27 (17.5) 0.01 0.93 

Intake of medication (n (%)) 1011 (71.3) 429 (68.6) 1.35 0.25 232 (67.1) 103 (66.9) 0.00 1 

Primary diagnosis (n (%)) 

    Affective disorder 

    Anxiety disorder 

    Adjustment disorder / PTSD 

    Other 

 

667 (51.1) 

217 (16.6) 

191 (14.6) 

343 (24.2) 

 

287 (49.2) 

64 (11.0) 

108 (18.5) 

166 (26.6) 

 

0.50 

9.72 

4.29 

1.18 

 

0.48 

<.01 

<.05 

0.28 

 

170 (49.4) 

40 (11.6) 

69 (20.1) 

67 (19.4) 

 

59 (38.3) 

20 (13.0) 

38 (24.7) 

37 (24.0) 

 

4.85 

0.08 

1.08 

1.14 

 

<.05 

0.78 

0.30 

0.29 

Comorbidity (n (%)) 

    Two diagnoses 

    Three or more diagnoses 

 

424 (30.0) 

525 (37.0) 

 

181 (29.0) 

289 (47.7) 

 

0.14 

20.04 

 

0.71 

<.001 

 

126 (36.4) 

70 (20.2) 

 

48 (31.2) 

51 (33.1) 

 

1.07 

8.96 

 

0.30 

<.01 

Note: Other diagnoses included e.g., obsessive-compulsive disorders, eating disorders, personality disorders, psychosis, and substance use disorders. 

For continuous variables, a t - test was used, for categorical variables, a chi² - test was used.
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Patient characteristics of the training and holdout sample 

Characteristics 

Training 

sample 

(N = 2043) 

 

Holdout 

sample 

(N = 500) 

 

t-value / 

chi²-value 
p-value 

Age (M years (SD)) 36.0 (12.8) 35.7 (14.0) 0.46 0.65 

Gender female (n (%)) 1279 (63.8) 297 (59.4) 1.62 0.20 

German nationality (n (%)) 1942 (95.1) 458 (91.6) 8.40 <.01 

Marital status (n married (%)) 568 (27.8) 119 (23.8) 3.06 0.08 

Education (n > 12 years (%)) 872 (42.7) 232 (46.4) 2.11 0.15 

Inability to work (n (%)) 418 (20.5) 85 (17.0) 2.82 0.09 

Intake of medication (n (%)) 1440 (70.0) 335 (66.7) 2.15 0.14 

Number of dropouts (n (%)) 625 (30.6) 154 (30.8) 0.00 0.97 

Primary diagnosis (n (%)) 

    Affective disorder 

    Anxiety disorder 

    Adjustment disorder / PTSD* 

    Other 

 

954 (50.5) 

281 (14.9) 

299 (15.8) 

509 (24.9) 

 

229 (46.0) 

60 (12.0) 

107 (21.5) 

104 (20.8) 

 

3.08 

2.36 

8.51 

3.50 

 

0.08 

0.12 

<.01 

0.06 

Comorbidity (n (%)) 

    Two diagnoses* 

    Three or more diagnoses* 

 

605 (29.6) 

823 (40.3) 

 

174 (34.8) 

121 (24.2) 

 

4.84 

43.83 

 

<.05 

<.001 

Note: Other diagnoses included e.g., obsessive-compulsive disorders, eating disorders, 

personality disorders, psychosis, and substance use disorders. For continuous variables, a t - 

test was used, for categorical variables, a chi² - test was used. 
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Supplemental Materials 3 

Mean scores of the models generated by each algorithm with all significant predictors from 

Zimmermann et al. (2017). 

Note: The digits in the brackets refer to the rank of the algorithm for the particular parameter. 

The overall rank is the sum of the single rankings concerning the two parameters without the 

training AUC. When sums were equal, the AUC was given priority. For the full names of the 

ML algorithms, see Table 2. 

 

 

Overall rank Algorithm Brier score AUC Training AUC 

1 ADA .2259 (4) .6393 (1) .6456 (1) 

2 GLMAIC .2344 (5) .6378 (2) .6392 (2) 

3 GLMBOOST .2344 (6) .6368 (3) .6381 (7) 

3 GBM .2204 (2) .6363 (7) .6388 (5) 

5 GLM .2346 (9) .6366 (4) .6379 (8) 

5 LDA .2345 (7) .6364 (6) .6378 (10) 

7 XGB .2173 (1) .6222 (13) .6359 (12) 

8 BAYESGLM .2346 (10) .6366 (5) .6379 (9) 

9 EN .2345 (8) .6325 (9) .6389 (4) 

10 SVM .2350 (11) .6330 (8) .6345 (13) 

10 RF .2247 (3) .5931 (16) .6027 (16) 

12 NNET .2360 (13) .6314 (11) .6382 (6) 

13 MONMLP .2382 (16) .6320 (10) .6374 (11) 

13 NB .2361 (14) .6239 (12) .6282 (14) 

15 AVNN .2373 (15) .6205 (14) .6391 (3) 

16 CART .2352 (12) .5783 (18) .5881 (18) 

17 MARS .2635 (19) .6033 (15) .3995 (21) 

17 CTREE .2452 (17) .5816 (17) .6041 (15) 

19 C4.5 .2649 (20) .5723 (19) .5902 (17) 

19 LOGIT .2527 (18) .5572 (21) .5625 (20) 

21 kNN .2743 (21) .5663 (20) .5794 (19) 
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Mean scores of the models generated by each algorithm with all significant predictors 

identified with an elastic net analysis in the training sample. 

Note: The digits in the brackets refer to the rank of the algorithm for the particular parameter. 

The overall rank is the sum of the single rankings concerning the two parameters without the 

training AUC. When sums were equal, the AUC was given priority. For the full names of the 

ML algorithms, see Table 2. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Overall rank Algorithm Brier score AUC Training AUC 

1 RF .2037 (1) .6584 (1) .6610 (3) 

2 GBM .2090 (2) .6567 (2) .6637 (1) 

3 ADA .2093 (4) .6515 (3) .6607 (4) 

4 XGB .2090 (3) .6442 (5) .6624 (2) 

5 GLMBOOST .2306 (6) .6469 (4) .6531 (10) 

6 EN .2324 (8) .6435 (6) .6599 (5) 

7 LDA .2333 (9) .6425 (7) .6569 (7) 

8 BAYESGLM .2338 (10) .6424 (8) .6569 (8) 

8 SVM .2323 (7) .6401 (11) .6575 (6) 

8 CART .2113 (5) .6256 (13) .6278 (15) 

11 GLM .2339 (11) .6422 (9) .6568 (9) 

12 GLMAIC .2340 (12) .6406 (10) .6520 (11) 

13 AVNN .2374 (14) .6289 (12) .6489 (12) 

14 NNET .2459 (17) .6247 (14) .6436 (13) 

14 MONMLP .2381 (15) .6079 (16) .6217 (16) 

16 CTREE .2438 (16) .5764 (17) .5856 (17) 

16 LOGIT .2353 (13) .5505 (20) .5608 (19) 

18 NB .2856 (19) .6214 (15) .6325 (14) 

19 kNN .3052 (21) .5608 (18) .5564 (20) 

19 C4.5 .2986 (20) .5510 (19) .5612 (18) 

19 MARS .2850 (18) .5275 (21) .4284 (21) 
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Mean scores of the models generated by each algorithm with all variables. 

Note: The digits in the brackets refer to the rank of the algorithm for the particular parameter. 

The overall rank is the sum of the single rankings concerning the two parameters without the 

training AUC. When sums were equal, the AUC was given priority. For the full names of the 

ML algorithms, see Table 2. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Overall rank Algorithm Brier score AUC Training AUC 

1 GBM .2045 (1) .6483 (2) .6522 (1) 

2 ADA .2068 (3) .6527 (1) .6503 (2) 

3 RF .2053 (2) .6423 (4) .6443 (6) 

4 GLMBOOST .2311 (7) .6426 (3) .6492 (4) 

4 XGB .2096 (4) .6319 (6) .6489 (5) 

6 EN .2308 (6) .6413 (5) .6494 (3) 

7 SVM .2335 (8) .6301 (7) .6296 (8) 

8 GLMAIC .2375 (9) .6291 (9) .6287 (10) 

9 CART .2167 (5) .6043 (14) .6078 (14) 

10 BAYESGLM .2382 (12) .6293 (8) .6303 (7) 

11 AVNN .2376 (11) .6241 (11) .6296 (9) 

12 LDA .2389 (13) .6243 (10) .6265 (11) 

13 MONMLP .2376 (10) .6008 (15) .5965 (15) 

14 GLM .2396 (14) .6234 (12) .6259 (12) 

15 NNET .2498 (17) .6226 (13) .6131 (13) 

16 CTREE .2468 (16) .5796 (17) .5844 (17) 

17 LOGIT .2419 (15) .5373 (19) .5560 (18) 

18 NB .3680 (21) .5957 (16) .5962 (16) 

19 C4.5 .3431 (20) .5520 (18) .5549 (19) 

20 kNN .3181 (19) .5351 (20) .5293 (20) 

20 MARS .2843 (18) .5198 (21) .4298 (21) 
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Supplemental Materials 4 

Overview of ensemble correlations by included predictors. 

Note: Significant variables = using significant variables from Zimmermann et al. (2017); 

Elastic net variables = using variables with predictive power in a preceding elastic net 

analysis; kNN = K-fold Nearest Neighbors; C4.5 = C4.5-like Trees; MARS = Bagged 

multivariate adaptive regression splines; LOGIT = Boosted logistic regression; CART = 

Bagged classification and regression tree; ADA = Adapted boosted classification tree; RF = 

Random forest; GBM = Generalized boosted regression model. 

 

 
Two least 

correlating 

Three least 

correlating 

Best algorithm with 

least correlating 

All variables CART + C4.5 kNN + C4.5 + GBM GBM + kNN 

Significant 

variables 
MARS + C4.5 

MARS + kNN + 

C4.5 
ADA + LOGIT 

Elastic net 

variables 
LOGIT + MARS 

LOGIT + MARS + 

C4.5 
RF + kNN 
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Supplemental Materials 5 

Boxplots for the best models (overall), the worst models (overall) and the GLM models.

 
Note: GLM = Generalized linear model; bestwithlowcor_glmstack_elastic = ensemble of the 

best algorithm with its least correlating algorithm (i.e., random forest, nearest neighbor) using 

variables with predictive power in a preceding elastic net analysis stacked via GLM; 

2cor_rfstack_elastic = ensemble of the two least correlating algorithms (i.e., boosted logistic 

regression, bagged multivariate adaptive regression splines) using variables with predictive 

power in a preceding elastic net analysis stacked via GLM; AUC = area under the curve. 
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Supplemental Materials 6 

Confusion matrix of the best model generated by the best ensemble (i.e., best algorithm with 

its least correlating algorithm (RF, kNN) stacked via GLM using variables with predictive 

power in a preceding elastic net analysis) 
 Observed  

Predicted Regular Dropout Total 

Regular 224 61 285 

Dropout 122 93 215 

Total 346 154 500 

Note: kNN = K-fold nearest neighbors; RF = Random forest; GLM = Generalized linear 

model. 

 

 

 

 

Supplemental Materials 7 

Relative variable importance for the final model tested in the holdout sample. 

 
Note: All variables not shown here were excluded from the ensemble by the preceding elastic 

net analysis (i.e., relative importance = 0). Since the nearest neighbor algorithm uses the 

entire data set and uses euclidean distance to determine predictions, no variable importance is 

available. Therefore, only the values from the random forest algorithm are shown here. 

* The correlation between these variables and dropout is negative. 
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Study II 

Poster, K., Bennemann, B., Hofmann, S. G., & Lutz, W. (2021). Therapist Interventions and 

 Skills as Predictors of Dropout in Outpatient Psychotherapy. Behavior therapy, 52(6), 

 1489-1501. https://doi.org/10.1016/j.beth.2021.05.001 
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Abstract 

The current study employed machine learning to investigate whether the inclusion of 

observer-rated therapist interventions and skills in early sessions of psychotherapy improved 

dropout prediction beyond intake assessments. Patients were treated by post-graduate 

clinicians at a university outpatient clinic. Psychometric instruments were assessed at intake 

and therapeutic interventions and skills in the third session were routinely rated by 

independent observers. After variable pre-selection, an elastic net algorithm was used to build 

two dropout prediction models, one including and one excluding observer-rated session 

variables. The best model included observer-rated variables, and was significantly superior to 

the model including intake variables only. Alongside intake variables, two observer-rated 

variables significantly predicted dropout: therapist use of feedback and summaries and 

treatment difficulty. Observer ratings of therapist interventions and skills in early sessions of 

psychotherapy improve predictors of dropout from psychotherapy beyond intake variables 

alone. Future research could work toward personalizing dropout predictions to the specific 

dyad, thereby improving their validity and aiding therapists to recognize and react to 

increased dropout risk. 

 

Keywords: dropout; machine learning; competence; video ratings; cognitive behavioral 

therapy 
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Therapist Interventions and Skills as Predictors of Dropout in 

Outpatient Psychotherapy 

Dropout is a significant issue in psychological interventions, with a recent, 

comprehensive meta-analysis reporting an average of one in five patients terminating 

psychological treatments prematurely (Swift et al., 2017). Previous research has shown that 

patients who drop out of psychotherapy are characterized by less symptom improvement 

(Cahill et al., 2003), more dissatisfaction with therapy (Björk et al., 2009), persistent 

impairment (Barrett et al., 2008), and repeated utilization of the health care system (Carpenter 

et al., 1979). Therefore, dropout from psychological treatments enhances the burden of mental 

illness on society (Barrett et al., 2008). 

Over the last several decades, several reviews and meta-analyses have identified a 

number of patient demographic variables associated with dropout, including younger age, 

lower socioeconomic status, lower education level, male sex, and ethnic minority status 

(Barrett et al., 2008; Garfield, 1994; Reis & Brown, 2006; Wierzbicki & Pekarik, 1993; 

Zimmermann et al., 2017). However, a more recent meta-analysis including 669 studies found 

only younger age and lower education level to be consistently associated with dropout. 

Further, eating and personality disorders were associated with higher dropout rates (Swift & 

Greenberg, 2012). 

In recent years, the creation of large, naturalistic datasets and methodological 

advances have provided new opportunities to identify dropout predictors. For example, Lutz 

and colleagues (2018) used network analysis and machine learning algorithms to predict 

dropout based on patient intake variables and data from ecological momentary assessments. 

The authors were able to demonstrate that networks differed significantly between completers 

and dropouts and to identify six dropout predictors (initial impairment and sex, as well as four 

network parameters). Further, Lutz and colleagues (2019) used a machine learning approach 

(LASSO regression) to predict dropout based on a range of patient intake variables. The study 

identified seven significant predictors, including measures of initial general impairment, 

relationship impairment, personality traits, treatment expectations and level of education. 

These findings were used to develop personalized predictions of dropout for new patients. 

This information is provided to therapists at the beginning of treatment in the form of a 

visualization of the specific patient’s dropout probability in comparison to that of the clinic’s 

average patient. The utility of the comprehensive feedback system in which this dropout risk 

prediction tool is embedded is currently being evaluated (Lutz et al., 2017; Lutz et al., 2019). 
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While these are important efforts to better understand dropout and identify effective 

methods of minimizing its occurrence, it is important to remember that dropout does not only 

depend on the patient, but also on the therapist. Between 6.2% and 12.9 % of dropout 

variance can be attributed to the individual therapist, with therapists’ individual dropout rates 

ranging between 1.2-73.2 % (Saxon et al., 2017; Zimmermann et al., 2017). Therefore, 

therapist variables seem to also make a substantial contribution to the likelihood of patients 

terminating treatment prematurely. However, therapist predictors of dropout have received 

much less research interest than patient predictors (Roos & Werbart, 2013). A few therapist 

variables have been associated with dropout in the literature, including therapist professional 

background (Hamilton et al., 2011), therapist experience level (Swift & Greenberg, 2012), 

ethnic match between patient and therapist, and therapist cultural competence (Owen et al., 

2012; Sue, 1998). However, findings remain inconsistent and their generalizability 

questionable. 

One rather consistent finding in the literature is the positive association between the 

therapeutic alliance and treatment completion (Sharf et al., 2010). A meta-analysis of 11 

studies revealed a moderate average effect of alliance on dropout (d = .55), regardless of the 

source of alliance ratings (patient, therapist or observer-rated; Sharf et al., 2010). The 

therapist’s ability to establish and maintain a positive therapeutic alliance with patients may 

therefore be a further source of therapist variance for dropout rates, beyond sociodemographic 

traits therapists bring into therapy. Various therapist behaviors have been associated with 

building a positive therapeutic alliance, including empathy, positive regard, and collaboration 

(Crits-Christoph et al., 2006). Further, therapist emotional supportiveness (Roos & Werbart, 

2013) has been directly associated with lower dropout rates, as has therapist emotional 

intelligence (Kaplowitz et al., 2011), and more frequent repair of alliance ruptures (Muran et 

al., 2009). Therefore, therapists’ competence in accepting the patient, conveying emotional 

understanding and successfully addressing tensions in the alliance may vary, which is also 

associated with therapists’ dropout rates. Therapist competence has been widely studied in 

association with treatment outcome and findings have been mixed (Webb et al., 2010). 

However, investigations of a competence-dropout relation are lacking. 

Beyond patient, therapist, and relationship factors, treatment factors have also been 

investigated as predictors of dropout. In their meta-analysis, Swift and Greenberg (2012) 

found time-limitation, manualization, and treatment setting (e.g., inpatient, outpatient, training 

clinics) to be associated with dropout, but not treatment orientation (e.g., cognitive behavioral 

therapy, psychodynamic therapy) or format (e.g., individual or group therapy). In a meta-
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analysis summarizing 587 studies, the same authors investigated whether dropout rates 

differed by treatment for specific disorders (Swift & Greenberg, 2014). The authors found 

treatment effects on dropout for only three of the 12 investigated diagnoses: depression, 

posttraumatic stress disorder, and eating disorders. For the first two diagnoses, integrative 

treatments showed the lowest dropout rates, while dialectical-behavior therapy had the lowest 

dropout rate for eating disorders. 

To date, the investigation of treatment factors on dropout has focused on broader 

treatment characteristics, comparing, for example, treatment format, setting or entire 

treatment protocols (Swift & Greenberg, 2012, 2014). However, it remains unclear whether 

the application of specific therapeutic interventions, techniques, or strategies is systematically 

associated with dropout rates. Such findings would be especially applicable to current 

developments in CBT that put more emphasis on therapeutic strategies and processes (Hayes 

& Hofmann, 2018), moving away from strict manualization. In these contexts, therapists have 

the flexibility to select and order interventions as they deem appropriate for the individual 

patient. Currently, these clinical decisions are made unsystematically, largely based on the 

individual therapist’s clinical experience, rather than on empirical findings (Lutz et al., 2019). 

However, gaining a better understanding of which treatment components are associated with 

dropout risk could inform treatment planning, especially in combination with an increasing 

understanding of patient dropout factors (e.g., avoiding interventions with a higher dropout 

risk with patients, whose intake characteristics already point toward an increased dropout 

risk). Such developments could possibly lower dropout rates in naturalistic settings, which 

have been shown to suffer from higher dropout rates than clinical trials (Swift & Greenberg, 

2012). 

 The aim of the current study was to apply machine learning techniques to video rating 

data to examine therapist interventions and skills in early sessions of psychotherapy as further 

predictors of dropout, alongside patient intake characteristics and clinician intake 

assessments. It was hypothesized that including these observer-rated variables would improve 

dropout prediction beyond patient and clinician intake variables alone, as the interaction of 

the specific patient-therapist dyad was observed and further potential factors influencing 

dropout were considered. 
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Methods 

Treatment 

Therapies were conducted at a university outpatient CBT clinic in southwest Germany 

between 2017 and 2019 within the context of a randomized controlled trial investigating the 

effects of personalized prediction and adaptation tools on treatment outcome in outpatient 

psychotherapy (Lutz et al., 2017). The ethics committees of the University of Trier and the 

German Research Foundation approved the study (DFG, Grant no. LU 660/10-1). The trial 

was also registered at Current Controlled Trials (registration no. NCT03107845, registered on 

30 March, 2017). Within the trial, process and outcome data were routinely collected and 

therapy sessions consistently videotaped. All patients and therapists included in the study 

consented to the use of their data (psychometric data and therapy videos) for research. 

Treatments had a mean length of 24.9 sessions (SD = 16.3; range: 1-72 sessions), which 

normally took place weekly. 69.1 % of patients completed treatment, while 30.9 % dropped 

out of therapy prematurely. Treatment length was significantly shorter when patients dropped 

out than when they completed therapy (Mdropout = 13.0 sessions; Mcompletion = 30.1 sessions; 

t(198.645) = 10.01; p < .001). 

Patients and Therapists 

The sample consisted of a total of 259 patients. Patients were on average 36.3 years of 

age (SD = 13.3; range: 16–77 years), the majority were female (61.8 %). Patients were 

diagnosed at intake based on the German version of the Structured Clinical Interview for Axis 

I DSM-IV Disorders (SCID-I; Wittchen et al., 1997), which were conducted by intensively 

trained independent clinicians. SCID interviews were videotaped and discussed in expert 

consensus teams to enhance the validity of the intake diagnosis. At least four senior clinicians 

were part of each team and final diagnoses were determined by consensual agreement of at 

least 75% of the team members. Subsequently, patients were randomly assigned to their 

treating therapist. Table 1 provides an overview of patient characteristics and diagnoses. 

Treatments were conducted by 65 therapists (83.1 % female). Therapists treated 1-13 

patients each (M = 4.0 patients per therapist). All therapists had a Master’s degree in clinical 

psychology and were either currently participating in a 3-5 year post-graduate psychotherapy 

training program with a cognitive-behavioral therapy (CBT) focus or were already licensed 

CBT psychotherapists. Trainee therapists had at least 1.5 years of clinical experience prior to 
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study participation. Therapists used individual case conceptualizations discussed in 

supervision as well as psychometric feedback and empirically-based treatment 

recommendations to personalize treatment to the individual patient. 

Table 1 

Patient characteristics 

Characteristics Total sample (N = 259) 

Age (M years (SD)) 36.3 (13.3) 

Gender female (n (%)) 160 (61.8 %) 

German nationality (n (%)) 242 (93.4 %) 

Marital status (n married (%)) 63 (24.0 %) 

Education (n > 12 years (%)) 129 (49.8 %) 

Inability to work (n (%)) 42 (16.2 %) 

Primary diagnosis (n (%)) 

    Affective disorder 

    Anxiety disorder 

    Adjustment disorder / PTSD 

    Other 

 

116 (44.8 %) 

34 (13.1 %) 

57 (22.0 %) 

52 (20.1 %) 

Comorbidity (n (%)) 

    Two diagnoses 

    Three or more diagnoses 

 

96 (37.1 %) 

82 (31.7 %) 

Note: PTSD: Post-traumatic stress disorder; other diagnoses included e.g. substance use 

disorders, eating disorders, personality disorders, psychosis 

Measures 

Dropout 

Dropout was assessed via therapist judgement at the end of treatment. If termination 

was planned and consensual, termination status was considered completed. In contrast, if the 

patient stopped coming to treatment, despite the therapist deeming continuation of treatment 

necessary, termination status was considered a dropout. Examples of dropout according to this 

definition include cases when a patient no longer showed up to appointments or was unable to 

be reached. Another example might be a patient telling the therapist that they are no longer 

interested in therapy, despite the therapist advising continuation. 
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Intake variables as dropout predictors 

A total of 95 variables measured at intake or after the first session were examined as 

potential predictors of dropout. Variables stemmed from a questionnaire battery implemented 

in a comprehensive feedback and clinical support system (Lutz et al., 2019). Variables 

assessed demographics such as age, sex, and employment status as well as a variety of clinical 

factors including severity and chronicity of mental illness, interpersonal problems, functional 

impairment, dysfunctional attitudes, and treatment expectations. Furthermore, clinician-rated 

variables such as the alliance and expected improvement were assessed. For the complete list 

of intake variables, see Appendix 1. 

Inventory of Therapeutic Interventions and Skills (ITIS) 

The ITIS (Boyle et al., 2020) is a therapy video rating instrument that was developed 

to adequately assess the range of interventions and skills observable in modern, personalized 

CBT. The ITIS covers interventions from all three waves of CBT, including mindfulness-

based, emotion-focused, interpersonal and resource-oriented interventions as well as 

therapeutic strategies corresponding to Grawe’s (2004) general mechanisms of change. As the 

inventory is conceptualized to assess treatment integrity in naturalistic and empirically 

personalized settings, adherence is defined as lege artis (i.e., state of the art) application of 

empirically-based interventions, rather than manual adherence. 

The inventory comprises 20 intervention items, which are coded “0” if not observable 

and “1” to “3” if observable, whereby “1” reflects a low degree of lege artis application and 

“3” a high degree of lege artis application (i.e., adherence). Further, the inventory comprises 

11 skills items, which are coded on a 7-point Likert scale ranging from “0” (poor) to “6” 

(excellent). The inventory also includes overall adherence and competence ratings as well as 

ratings of treatment difficulty and patient motivation, each also responded to on 7-point Likert 

scales. Therefore, the inventory comprises a total of 35 observer-rated variables. Average 

inter-rater reliability has been reported to be excellent for intervention ratings and good for 

skills ratings, independent of raters’ clinical experience (Boyle et al., 2020). For the complete 

list of ITIS variables, see Appendix 1. 

Video Selection and Rating Procedure 

In the current study, one early session in therapy was rated per case using the ITIS (N 

= 263). Routinely, the third session with the treating therapist was selected. If the video of the 

third session was a) unavailable (26 (9.9 %) videos), b) of too poor video quality (e.g., 

indecipherable voices; 22 (8.4 %) videos) or c) too long (> 70 minutes, 13 (4.9 %) videos), 
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the next available subsequent videotaped session was rated. If patients dropped out of 

treatment before the third session (30 (11.6%)), the last available session was rated. Across 

the entire sample, on average, session 3.2 was rated (SD = 1.0; range: sessions 1-9). 

The ITIS was applied by eight extensively trained raters: four graduate students of 

clinical psychology and four post-graduate clinicians who all participated in a 30-hour 

training program to learn to rate therapy videos using the inventory. During the independent 

rating phase, all raters received regular supervision and ratings were periodically compared to 

counter rater drift. Inter-rater reliability was excellent for the Interventions items (average 

Kendall’s W across all raters: M = .821; N = 59 videos) and good for the Skills items (average 

Kendall’s W across all raters: M = .738; N = 59 videos). All raters were blind to diagnoses, 

termination status (completion vs. dropout), and outcome. 

Data Analytic Strategy 

In order to generate the optimal dropout model, a three-step procedure was applied. 

All analyses were conducted using the free software environment R version 3.6.1 (R Core 

Team, 2013). In a first step, missing values were imputed using the R package missForest 

v4.6-14 (Stekhoven, 2015). All variables with less than 10% missingness were imputed; 

otherwise they were excluded from the analyses (for the exact number of missing data per 

variable, see Appendix 1). After all categorical variables had been dichotomized (i.e., 

dummy-coded if they had more than two categories for ease of interpretation (Asteriou & 

Hall, 2016)) and all continuous predictors had been centered, bivariate correlations were 

calculated to screen for possible predictors. Variables that significantly (p < .05) correlated 

with dropout were included in the subsequent models. This procedure was applied in order to 

exclude variables that have no predictive power concerning dropout and therefore would 

weaken the later model (see e.g., Lutz et al., 2019). 

Second, a machine learning approach (i.e., elastic net) was used to generate dropout 

models. The application of machine learning algorithms to select predictive variables and 

generate prediction models has been considered an important analytical advancement on the 

road to precision mental health care (Maj et al., 2020). The R Package caret v6.0-84 (Kuhn, 

2019) was applied, which adjusts algorithm parameters to their optimal settings depending on 

which algorithm is being used. For elastic net regularization, the R package glmnet v2.0-18 

(Friedman et al., 2010) was used. An elastic net algorithm was chosen because it seems to 

handle clinical data well and therefore seemed very suitable for the analyses (Fisher & 

Bosley, 2020; Lutz et al., 2019; Webb et al., 2020). Furthermore, elastic net seems to protect 
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well against overfitting (Pavlou et al., 2016) leading to better generalizability of the model. 

Elastic net regularization combines LASSO (least absolute shrinkage and selection operator) 

and ridge procedures. Both procedures shrink regression coefficients due to their predictive 

power, but only LASSO can shrink variable coefficients to zero. 

For elastic net regularization we defined a range of values to be tested and allowed 

caret to identify the best fitting settings in order to achieve an optimal ratio of LASSO and 

ridge regression for our models. We set alpha to 0.1 for the first analysis and then altered 

alpha in increments of 0.1 until 1 was reached. An alpha of 0 is equal to a ridge regression, 

while an alpha of 1 equals a LASSO regression. We also defined lambda’s range analogue to 

the alpha parameter. Lambda defines the magnitude of the regression penalty. This resulted in 

100 different possible combinations of these two parameters (10 values for alpha x 10 values 

for lambda) to identify the best fitting model. Identification of the best model was always 

based on the receiver operating characteristic (ROC) curve. The model with the highest value 

was considered the best model. 

In this step, the dataset was split into a training (70% of the dataset) and a test set 

(remaining 30% of the dataset). The models were generated based on the training data and 

then evaluated in the test set to minimize overfitting (Rudin & Carlson, 2019). Each model 

was generated via a k-fold repeated cross-validation with 10 folds and three repetitions to 

select the optimal model (Collins et al., 2015). In addition, a sampling method (“up-

sampling”) was used to minimize the impact of class imbalance (i.e., more completion cases 

than dropout cases). Class imbalance can lead to major consequences, such as very low 

predictive accuracy for the infrequent class (Hand & Vinciotti, 2003; Japkowicz & Stephen, 

2002), which is why we applied an up-sampling procedure. Up-sampling equalizes class 

imbalance by randomly duplicating cases in the minority class and was preferred to down-

sampling in order to prevent a decrease of the training sample size (McCarthy et al., 2005).  

In order to minimize the influence of the training set’s specific sample characteristics, 

the split and model generation were repeated 100 times. Thereby, the training and test sets 

varied in each repetition. To assess the impact of the ITIS variables, this procedure was 

conducted twice, once under inclusion and once under exclusion of the ITIS variables. This 

approach was chosen to avoid multicollinearity, which would occur in multiple regression 

with a large number of variables (e.g., Slinker & Glantz, 1985). 

The means of the following parameters across all 100 models generated for each of the 

respective test sets were examined for the set with the ITIS variables as well as for the set 

without them to identify the best overall model. 
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Brier score. The Brier score is a parameter that measures probabilistic predictions 

ranging from 0 (best prediction) to 1 (worst prediction) and was first proposed by Brier 

(1950). In contrast to accuracy, it takes the certainty of the prediction into account. In effect, it 

is the mean squared error of the forecast: 

1

𝑁
∑(𝑓𝑡 − 𝑜𝑡)²

𝑁

𝑡=1

 

Hereby, N is the total number of observations, f is the probability of the event (i.e., dropout) 

and o is the actual outcome (i.e., 0 or 1) of the event at instance t. 

Accuracy. Accuracy is the percentage of correctly identified dropouts ranging from 0 

(worst prediction) to 1 (best prediction). 

Area under the ROC curve (AUC). The AUC is a parameter that is calculated using the 

sensitivity and specificity of a prediction and ranges from 0 (worst prediction) to 1 (best 

prediction). Based on signal detection theory (Green & Swets, 1966), the AUC takes the base 

rate of the dependent variable into account. 

Finally, the distributions of each parameter (i.e., Brier score, accuracy, AUC) were 

compared via three one-sided pairwise t-tests, one for each parameter. In order to assess the 

impact of the ITIS variables, Cohen’s d was calculated for each of the three scores comparing 

the best score based on the data including the ITIS variables with the best score based on the 

data excluding the ITIS variables. 

Results 

Screening 

Initial screening identified 56 of 130 variables significantly correlated with dropout 

(see Appendix 1), including three ITIS items (cognitive techniques (I6), use of feedback/ 

summaries (S3), and treatment difficulty). The application of cognitive techniques was 

associated with a significantly lower dropout rate, while the use of feedback/ summaries and 

treatment difficulty were related to higher dropout rates. The average inter-rater reliability of 

these three items across all raters was Kendall’s W = .796, .681 and .768, respectively. This 

represents good to excellent reliability (Cicchetti, 1994). 
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Model Generation and Descriptives 

The means of the relative importance of the pre-selected predictors across all 100 

elastic net model generations are displayed with their respective error bars in Figure 1. 

Relative importance is a caret function that indicates the importance of predictors for model 

generation compared to the most important variable. The most important variable always has 

a score of 100, while all variables that have a value of 0 are excluded from the model. The 

elastic net algorithm included the ITIS variables when building models for most of the 100 

different training sets (73% for cognitive techniques (I6), 96% for use of feedback/ summaries 

(S3), and 97% for treatment difficulty), indicating the importance of these items for dropout 

model generation. 

Examining the mean prediction scores revealed that the best models were generated by 

the elastic net algorithm using the dataset including ITIS variables. This was the case for all 

three parameters (i.e., Brier score, accuracy, AUC; see Table 2). For the confusion matrices, 

see Table 3. 

Table 2 

Mean scores of the 100 models for each dataset and parameter 

Dataset Brier score Accuracy AUC 

Dataset without  

ITIS variables 
0.2138 (0.0140) 0.6687 (0.0474) 0.7130 (0.0588) 

Dataset with ITIS  

variables 
0.2096 (0.0152) 0.6758 (0.0533) 0.7226 (0.0592) 

Note: AUC: area under the curve. 
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Figure 1 

Means of the relative importance of the pre-selected predictor variables across all 100 models. 

Note: PSSI: Personality Style and Disorder Inventory; ASC: Assessment for Signal Clients; 

HAQP: Helping Alliance Questionnaire – Patient version; TH: Therapist Expectations; ITIS: 

Inventory of Therapeutic Interventions and Skills; HAQT: Helping Alliance Questionnaire – 

Therapist version; IIP: Interpersonal Problems; EMI: Emotionality Inventory; TreatEx: 

Treatment Expectations; BSI: Brief Symptom Inventory; FEP: Questionnaire for the 

Evaluation of Psychotherapeutic Progress; INK: Incongruence Questionnaire; OQ: Outcome 

Questionnaire; DASK: Dysfunctional Attitudes Scale – Short form; ILE: Inventory of 

Stressful Life Events; GAF: Global Assessment of Functioning. 
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Table 3 

Mean scores across all 100 confusion matrices for the models excluding and including ITIS 

variables. 

Model including intake 

variables only 
     Observed 

 

Predicted Regular Dropout Total 

Regular 37.63 9.13 46.76 

Dropout 16.71 14.53 31.24 

Total 54.34 23.66 78 

Model including intake and 

ITIS variables 
     Observed 

 

Predicted Regular Dropout Total 
Regular 38.00 8.95 49.58 
Dropout 16.34 14.71 28.42 
Total 54.34 23.66 78 

Note: ITIS: Intervention of Therapeutic Interventions and Skills 

Model Comparisons 

Confirming our hypothesis, the t-tests revealed a significant effect between the 

dropout model including the ITIS variables as predictors and the model based on intake 

variables alone for the mean of the Brier score (t(99) = 6.49; p < .001; Cohen’s d = 0.65), 

accuracy (t(99) = 2.10; p < .05; Cohen’s d = 0.21) and the AUC (t(99) = 3.93; p < .001; 

Cohen’s d = 0.39). According to Cohen’s (1988) conventions, a small to medium effect of 

including the ITIS variables was found. Table 4 displays the predictors that were included in 

95 of the dropout prediction models generated with elastic net. Although these six variables 

did not always have the highest mean importance, they remain the only ones to be included in 

a significant number of model generations. Therefore, it is unclear whether the other variables 

have an impact on model generation independent of the specific training set. 
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Table 4 

Mean effects (n=100) of predictor variables included in at least 95 of the models generated by 

elastic net. 

Variables Estimate SE 
Relative 

importance 

% Model 

inclusion 

Intercept -0.029 0.007   

ITIS treatment difficulty 0.084 0.005 21.008 97% 

ITIS-S3 use of feedback 

/summaries 
0.101 0.006 24.868 96% 

PSSI-K subscale paranoid 

personality style 
0.229 0.012 56.709 98% 

ASC total score -0.244 0.014 60.145 96% 

PSSI-K subscale histrionic 

personality style 
0.263 0.014 63.018 97% 

High education (yes/no) -0.310 0.017 73.195 96% 

Note: PSSI-K: Personality style and disorder inventory – short form; ASC: Assessment for 

signal clients; High education: Does the patient have a university entrance qualification?; SE 

is the error of the mean for all 100 models; Relative importance: Importance of the variables 

compared to all other variables, a value of 0 means the variable was excluded during model 

generation, the maximum value is 100; % Model inclusion: Percentage of the 100 models in 

which the variable was included. 

Discussion 

The aim of the current study was to examine therapist interventions and skills in early 

sessions of psychotherapy as further predictors of dropout, alongside intake variables. 

Prediction models with and without the inclusion of video ratings of interventions and skills 

in the third session were built and compared using three different indices to gain a 

comprehensive picture of the supplemental variables’ contribution to dropout prediction. 

During predictor pre-selection, three video rating variables were found to correlate 

significantly with dropout: therapist application of cognitive techniques, therapist use of 

feedback and summaries, and treatment difficulty. The model that also included ITIS-

variables outperformed the model that only included variables at intake and after the 

screening session. The added predictive power of therapist interventions and skills ratings 

corresponded to a small to medium effect. 

In line with previous findings (Lutz et al., 2019; Swift & Greenberg, 2012; 

Zimmermann et al., 2017), several intake variables, including histrionic personality style and 
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lower education level significantly predicted dropout. Furthermore, examining observer-rated 

therapist and treatment variables early in therapy seems to provide information that is relevant 

to later premature termination of therapy. Despite a much larger number of intake variables 

being correlated with dropout than video rating variables, these observations of the dyad 

interacting in an early session seemed to, at least to some degree, measure something that was 

not already captured by intake assessments. These results are in line with previous findings 

that not only patient characteristics, but also therapist and treatment characteristics affect 

dropout probability (Saxon et al., 2017; Swift & Greenberg, 2012, 2014). 

The finding that the application of cognitive techniques seems to be protective of 

dropout is also interesting. Cognitive techniques are a core therapeutic strategy in CBT, which 

work to identify and modify biased and dysfunctional thoughts and beliefs that maintain 

problematic behavior and psychological symptoms (e.g., depressive mood; Beck et al., 1979). 

Cognitive procedures have been shown to effectively reduce symptoms and cognitive change 

has been demonstrated to contribute to symptom change (Lorenzo-Luaces et al., 2015). When 

cognitive techniques are applied effectively early in treatment, they may facilitate symptom 

relief, in turn strengthening the patient’s confidence in the treatment’s effectiveness and 

increasing commitment to continue treatment. However, it is also possible that therapists of 

patients at risk of dropping out were more likely to delay the implementation of cognitive 

strategies, as they may have felt that they first had to work on trying to keep the patient in 

treatment (i.e., facilitate basic patient behavior, see Schulte & Eifert, 2002). 

The result that therapists’ competent application of feedback and summaries was 

associated with a higher dropout risk seems surprising. Regularly asking patients for feedback 

and providing summaries of session content are considered important therapeutic skills that 

are applied to structure the session, provide patients with a sense of being heard and taken 

seriously, and facilitate patient processing and recall of therapy content (Beck et al., 1979). It 

is possible that the intensified use of these strategies are not necessarily a cause of dropout, 

but rather a therapeutic reaction to an at-risk patient. Should therapists perceive the patient as 

difficult or at risk of dropping out of treatment, they may react by making a stronger effort to 

gain feedback on the patient’s perspective and provide summaries to give the patient with a 

sense of orientation in therapy. In fact, Cooper and colleagues (2016) also found more 

observer-rated negotiating and structuring of early CBT sessions to be predictive of dropout 

and came to a similar interpretation of their findings. Therefore, the therapist’s increased use 

of these techniques in early sessions may signal at-risk patients rather than cause dropout. 
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Higher observer-rated treatment difficulty was also predictive of dropout. This result is 

consistent with findings showing patient intake symptom severity, interpersonal impairment, 

and personality disorders to be associated with a higher dropout probability (Lutz et al., 2018; 

Lutz et al., 2019; Swift & Greenberg, 2012). Corresponding intake variables were also 

associated with dropout in this study (e.g., interpersonal impairment, histrionic personality 

style; see Appendix 1). However the observer perspective on the difficulty of treating the 

specific patient improved prediction accuracy beyond these variables. Therefore, an 

independent observer may be able to assess aspects of patient difficulty relevant to premature 

termination that are not fully captured by patient self-reports or therapist intake assessments 

of patient impairment. 

Finally, when considering previous findings in the literature (Crits-Christoph et al., 

2006; Roos & Werbart, 2013; Sharf et al., 2010), the lack of an association between the video 

rating variables therapeutic relationship/collaboration and empathic understanding and 

dropout seems somewhat surprising. However, the alliance is a dynamic construct (Zilcha-

Mano, 2019) and it is possible that the observer-rated alliance level in a single early session is 

not predictive of later dropout, while negative developments in a dyad’s alliance over time 

(i.e., alliance ruptures, Eubanks-Carter et al., 2010) may very well be. In line with the lack of 

a consistent competence-outcome relation in the literature (Webb et al., 2010), overall 

competence, as measured with the ITIS, was not significantly associated with dropout. 

Strengths and Limitations 

To our knowledge, this study was the first to examine a wide range of observer-rated 

therapist interventions and skills in early sessions of psychotherapy as predictors of dropout 

beyond questionnaire data. A sophisticated machine learning approach (i.e., elastic net) was 

applied to fit prediction models to the data and the Brier score, accuracy and the AUC were 

all reported to uncover possible inconsistencies in the results. Such studies are rare, because 

having therapy video content rated by independent observers for a sample large enough for 

the application of machine learning approaches is costly and time-consuming. However, this 

approach seems fruitful to better understand and predict dropout, as it provides a further, 

valuable perspective on therapy process beyond commonly applied questionnaire 

assessments. Although the added predictive benefit of the observer-rated variables may seem 

descriptively small, it is important to remember that these variables made a significant 

contribution to dropout prediction beyond intake variables that already covered a very wide 

range of potentially influencing factors. Therefore, this study speaks to the feasibility of 
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combining routine data collection, video coding, and machine learning to further our 

understanding of dropout. 

Several limitations must also be considered when interpreting the results of this study. 

Firstly, the dropout literature has emphasized the importance of the dropout definition for 

both the prevalence of dropout and its interpretation (Zimmermann et al., 2017). In this study, 

dropout status was determined by the therapist at the end of treatment, whereby dropout was 

defined as non-consensual termination of treatment (the patient discontinued treatment despite 

the therapist’s indication for continuation). This definition does not consider therapy phase 

and dropout within the first few sessions may be qualitatively different from dropout later in 

treatment, especially as treatment length was comparatively long in this study.  

Further, as we conducted a standardized assessment of the third session, the number of 

sessions between the video-rated session and the dropout event, and therefore the temporal 

association between therapist interventions and skills and dropout, varied largely. We may 

have found stronger associations if we had consistently assessed the pre-dropout session, 

regardless of therapy phase. However, with the aim of developing dropout risk predictions 

that can be provided to therapists early in treatment, the standardized assessment of an early 

session seemed more advantageous. 

In addition, we did not assess the dynamic nature of constructs such as aspects of the 

therapeutic alliance via repeated measures. However, recent psychotherapy process literature 

has emphasized the importance of doing so (Zilcha-Mano, 2019). A general limitation of 

machine learning approaches is further that no causal conclusions can be drawn (Wilkinson et 

al., 2020). Therefore, our results must be interpreted with a degree of caution. Also, 

treatments took place in the context of a university outpatient clinic with a comprehensive 

feedback and clinical support system. Future research must evaluate whether these findings 

are generalizable to other populations and settings. Finally, for many routine care settings, it is 

likely not feasible to implement resource-intensive observer ratings in a timely and routine 

manner, limiting the general applicability of this approach. However, this approach could be 

especially interesting in psychotherapy training contexts, particularly where observer ratings 

of treatment integrity are already an integral part of training and supervision. Ratings may 

help to improve dropout predictions and support novice therapists to recognize and 

appropriately react to at-risk patients. 
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Summary, Implications, and Future Directions 

 The current study demonstrated that predictions of dropout from outpatient 

psychotherapy can be improved when therapist interventions and skills in an early session 

with the patient are considered. These findings highlight that there is knowledge to be gained 

by actually watching therapists at work and that investments in video ratings are valuable to 

psychotherapy process research. 

Future research should further explore treatment data in the context of dropout to 

improve existing prediction models and incorporate these advancements into clinical support 

systems. Warning therapists of their patients’ increased dropout risk early on may help them 

to change their strategy or seek supervision, therefore reducing dropout rates and the 

associated burdens on patients, service providers, and society. 
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Appendix 1 

All predictor variables

 

Categorical 

Sex (0) 

Education* (1) 

Employment status (4) 

Children (0) 

Marital status (1) 

Medication (4) 

Inventory of Therapeutic Interventions and Skills (ITIS)1 

       ITIS-I1 Therapy goals (0) 

       ITIS-I2 Functional analysis (0) 

       ITIS-I3 Psychoeducation (0) 

       ITIS-I4 Suicidality / Crisis intervention (0) 

       ITIS-I5 Behavior modification (0) 

       ITIS-I6 Cognitive techniques (0)* 

       ITIS-I7 Skills training (0) 

       ITIS-I8 Exposure / Behavioral experiments (0) 

       ITIS-I9 Emotion regulation (0) 

       ITIS-I10 Mindfulness / Acceptance (0) 

       ITIS-I11 Clarification of schemas/ needs/ motives/ values/ goals (0) 

       ITIS-I12 Emotion-focused techniques (0) 

       ITIS-I13 Interpersonal techniques (0) 

       ITIS-I14 Resource/ Solution-oriented techniques (0) 

       ITIS-I15 Homework (0) 

       ITIS-I16 Motivational clarification (0) 

       ITIS-I17 Problem actuation (0) 

       ITIS-I18 Mastery (0) 

       ITIS-I19 Resource activation (0) 

       ITIS-I20 Use of psychometric feedback (0) 

 

Continuous 

Age (0) 

OQ total score (1)* 

       OQ Symptom Distress (SD) subscale (1)* 

       OQ Social Role functioning (SR) subscale (12) 

       OQ Interpersonal Relationship (IP) subscale (1)* 

Questionnaire for the evaluation of psychotherapy (FEP2) total score (1)* 

       FEP2 Well-being subscale (2)* 

       FEP2 Discomfort subscale (1)* 

       FEP2 Incongruence subscale (1)* 

       FEP2 Interpersonal Problem subscale (2) 

Emotionality Inventory (EMI) total score (5)* 

       EMI Anxiety subscale (8)* 

       EMI Depression subscale (8)* 

       EMI Inhibition subscale (7)* 

       EMI Security subscale (8)* 

       EMI Wellbeing subscale (6)* 

Brief Symptom Inventory (BSI) total score (2)* 

       BSI Somatic problem subscale (3)* 

       BSI Obsessive Compulsive Subscale (2) 

       BSI Uncertainty subscale (3)* 

       BSI Depression subscale (2)* 

       BSI Anxiety subscale (2)* 

       BSI Hostility subscale (2) 

       BSI Phobia subscale (2) 

       BSI Paranoid subscale (2)* 

       BSI Psychoticism (2)* 

       BSI Additional (4)* 

Interpersonal Problems (IIP-32) total score (1) 

       IIP-32 Autocratic/dominant subscale (4) 

       IIP-32 Confrontational subscale (4)* 

       IIP-32 Unapproachable subscale (5) 

       IIP-32 Introverted subscale (3) 

       IIP-32 Submissive subscale (6) 

       IIP-32 Exploitable (2) 

       IIP-32 Caring subscale (3)* 

       IIP-32 Expressive subscale (2) 

Incongruence questionnaire (INK-23) total score (2)* 

       INK-23 Approach subscale (2) 

       INK-23 Avoidance subscale (4)* 

Dysfunctional attitudes scale – short form (DAS-K) total score (2)* 

       DAS-K Recognition subscale (2) 

       DAS-K Performance subscale (3)* 

Inventory of Stressful Life-Events (ILE) – Score for number of events 

(2)* 

       ILE – Score for stress (2)* 

       ILE – Number of events in patient’s life subscale (2)* 

       ILE – Number of events in life of close relationships subscale (2) 

       ILE – Number of events in life of distant relationships subscale (2)* 

General Perceived Self-Efficacy Scale (GSE) total score (4) 

Personality style and disorder inventory – short form (PSSI-K)1 

       PSSI-K subscale – Antisocial personality style (4)* 

       PSSI-K subscale – Paranoid personality style (7)*        

       PSSI-K subscale – Schizoid personality style (9) 

       PSSI-K subscale – Avoidant personality style (7) 

       PSSI-K subscale – Compulsive personality style (7) 

       PSSI-K subscale – Schizotypal personality style (6) 

       PSSI-K subscale – Rhapsodic personality style (9) 

       PSSI-K subscale – Narcissistic personality style (6) 

       PSSI-K subscale – Negativistic personality style (7)* 

       PSSI-K subscale – Dependent personality style (13) 

       PSSI-K subscale – Borderline personality style (10)* 

       PSSI-K subscale – Histrionic personality style (7)* 

       PSSI-K subscale – Depressive personality style (9) 

       PSSI-K subscale – Altruistic personality style (5) 

Patient rated well-being (4)* 

Current emotional and psychological functioning (6) 

Therapy expectations – Importance of psychotherapy (5) 

Therapy expectations – Difficulties attending psychotherapy (4) 

Therapy expectations – Confidence in the helpfulness of psychotherapy in 

dealing with problems (3) 

Therapy expectations – Amount of previous psychotherapy (5) 

Therapy expectations – Chronicity of the problem (4) 

Therapy expectations – Estimated future coping (7)* 

Therapist rated wellbeing – Patient’s recent discomfort (10)* 

Therapist rated wellbeing – Current effect of psychotherapy on the patient 

(10) 

Therapist rated wellbeing – Expected patient improvement with further 

psychotherapy (10)* 

Affective Style questionnaire (ASQ) total score (1) 

       ASQ Concealing subscale (1) 

       ASQ Adjusting subscale (1) 

       ASQ Tolerating subscale (2) 

Assessment for Signal Clients (ASC) total score (10)*2 

       ASC Alliance subscale (10)* 

       ASC Social Support subscale (10)* 

       ASC Motivation subscale (11)* 

       ASC Life Events subscale (11)* 

GAF last week before the start of therapy (10)* 

Help Alliance Questionnaire - Patient Version (HAQ–P) total score (21)* 

       HAQ-P subscale Alliance (20)* 

       HAQ-P subscale Satisfaction with Therapy (23)* 

Help Alliance Questionnaire - Therapist Version (HAQ–T) total score 

(24)* 

       HAQ-T subscale Alliance (24)* 

       HAQ-T subscale Satisfaction with Therapy (24* 

Inventory of Therapeutic Interventions and Skills (ITIS)1 

       ITIS-S1 Pacing and efficient use of time (0) 

       ITIS-S2 Clarity of communication (0) 

       ITIS-S3 Use of feedback/ summaries (0)* 

       ITIS-S4 Rationale (0) 

       ITIS-S5 Guided discovery (0) 

       ITIS-S6 Therapeutic relationship/ collaboration (0) 

       ITIS-S7 Handling problems/ questions/ objections (0) 

       ITIS-S8 Empathic understanding (0) 

       ITIS-S9 Focusing on key cognitions and behaviors (0) 

       ITIS-S10 Strategy for change (0) 

       ITIS-S11 Application of techniques (0) 

       ITIS Overall adherence (0) 

       ITIS Overall competence (0) 

       ITIS Treatment difficulty (0)* 

       ITIS Patient motivation (0) 

 

 

Note: 

Missings for each variable are provided in brackets (total number of 

patients N = 259). 

*Items correlate significantly with dropout (p < .05). 
1 There is no total score for this instrument. 
2 The ASC subscales were poled so higher values corresponded to higher 

functioning. The ASC total score is the mean of all 40 ASC items. 
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Abstract 

Objective: Sudden gains (SGs) are sudden symptom improvements. This study identifies 

variables that facilitate treatment outcome after a SG and quantifies them. 

Method: The sample consisted of 1588 patients. Ratings of general change factors after a SG 

were investigated as predictors of outcome. Propensity score matching was used to compare 

SG patients with similar non-gain patients. 

Results: A consistent use of problem-solving strategies and focusing on relevant goals had a 

larger impact on outcome after a SG, whereas it was more important for non-gainers to 

establish a fitting approach. Alliance ruptures had a larger negative effect on outcome in non-

gainers than sudden gainers. Further, patients’ coping improved outcome for non-gainers 

only. 

Conclusion: Results indicate that a stable problem-solving approach is important after a SG. 

While for non-gainers, a fitting approach in therapy is more important than focusing on 

relevant goals, this effect was reversed for sudden gainers. 

 

Keywords: sudden gain; upward spiral; outcome prediction; general change mechanisms; 

routine care 
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Abbrevations: Bern postsession reports (BPSR); Bern postsession report - patient (PSTB); Bern postsession 

report - therapist (TSTB); Brief symptom inventory short form (BSI); Coefficient of variation (CV); Elastic net 

(EN); Global assessment of functioning scale (GAF); Global severity index (GSI); Hopkins symptom checklist 

short form (HSCL-11); Propensity score matching (PSM); Pseudo gain (PG); Reliable change index (RCI); root-

mean-square error (RMSE); Session rating scale (SRS); Sudden gain (SG); Symptom checklist-90-r (SCL-90-R); 

the least absolute shrinkage and selection operator (LASSO). 
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Fostering the Upward Spiral After a Sudden Gain in Routine 

Care Cognitive Behavioral Therapy. 

Change and its measurement has been of great interest since the beginning of 

psychotherapy research (Barkham et al., 2021). For a long time, it was assumed that the 

courses of change were linear or log-linear in the sense of a dose-response pattern, with more 

sessions leading to more improvement (Howard et al., 1986; Kadera et al., 1996). More recent 

findings have shown that the number of sessions is not always the decisive factor and that 

patients show different levels of responsiveness (Barkham et al., 2006). According to the 

good-enough level model (GEL, Barkham et al., 2006; Stiles et al., 2008), patients stay in 

treatment until they have reached a level of change that they perceive to be good enough 

showing a linear course of change individually. In contrast, trajectories of individual patients 

often appear non-linear (Lutz et al., 2013), making it difficult to predict change on an 

individual level. A common phenomenon that reflects this varying responsiveness is the 

sudden gain (SG). A sudden gain is a disproportionate improvement in symptomatology 

between two sessions that is (a) relevant in absolute terms, (b) relevant in relative terms, and 

(c) relevant in terms of the stability of change. Tang and DeRubeis (1999) were the first to 

provide a quantitative description. A recent meta-analysis by Shalom and Aderka (2020) 

reported a moderate effect of the presence of SGs during treatment on primary outcome 

measures at post-treatment (Hedges's g = 0.68) and follow-up (Hedges's g = 0.51), suggesting 

that patients who experience SGs achieve superior treatment outcomes compared to patients 

without SGs. This effect persists even when patients with a SG are compared to patients who 

improved gradually (Aderka, Appelbaum-Namdar et al., 2011; Greenfield et al., 2011; 

Hedman et al., 2014; Lemmens et al., 2016).   

Although SGs were first observed during the treatment of depressed patients with 

cognitive behavioral therapy, this phenomenon has also been found in interpersonal 

psychotherapy (Kelly et al., 2007; Lemmens et al., 2016), family therapy (Gaynor et al., 

2003), group therapy (Kelly et al., 2005), and pharmacotherapy (Vittengl et al., 2005). 

Moreover, SGs were identified in treatments for posttraumatic stress disorder (Aderka, Foa et 

al., 2011; Wiedemann et al., 2020), panic disorder (Clerkin et al., 2008), social anxiety 

disorder (Hofmann et al., 2006), and obsessive-compulsive disorder (Aderka, Anholt et al., 

2012). Even among patients receiving pill placebo (Vittengl et al., 2005) and patients 

receiving no treatment at all (Krüger et al., 2014), SGs have been found. Finally, SGs are 

found in both randomized controlled trials and naturalistic samples, suggesting that this 
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phenomenon also occurs under routine conditions (Wucherpfennig, Rubel, Hollon et al., 

2017). Interestingly, there also seems to be a therapist effect on SGs, indicating that some 

therapists are better at facilitating and initiating SGs (Deisenhofer et al., 2021). Tang and 

DeRubeis (1999) developed the theory that cognitive changes are elevated in the pre-gain 

sessions, eventually leading to a SG. Furthermore, Tang and DeRubeis (1999) hypothesized 

that a SG sparks a positive upward spiral of changes in cognitions and therapeutic alliance, 

which leads to further improvement in symptoms and thus to superior treatment outcomes. 

This theory led to two branches of research, one investigating possible predictors of the 

emergence of a SG (e.g., cognitive change) and the other investigating moderators of the 

upward spiral (i.e., outcome predictors after a SG). 

Findings are inconsistent regarding predictors of a SG in the pre-gain session. 

Although some studies have found that elevated cognitive changes in the pre-gain session are 

responsible for the SG (e.g., Cavallini & Spangler, 2013; Norton et al., 2010; Tang et al., 

2005), other studies could not replicate this finding (e.g., Aderka et al., 2021; Andrusyna et 

al., 2006; Bohn et al., 2013; Hunnicutt-Ferguson et al., 2012). Aderka and Shalom (2021) 

describe how difficult it is to find universally valid predictors. This is further confirmed by a 

recent study by Zilcha-Mano et al. (2019) that could not identify any predictors despite the 

use of sophisticated methodology. These heterogeneous findings show that the emergence of 

SGs seems to be more complex than initially assumed and requires more research. 

The second branch of research primarily examines the upward spiral after a SG. 

Although understanding this process is of high clinical relevance, it has been comparatively 

rarely investigated (e.g., Lutz et al., 2013; Zilcha-Mano et al., 2019). Since not all patients 

benefit equally from SGs (Aderka, Nickerson et al., 2012; Hardy et al., 2005; Stiles et al., 

2003; Tang et al., 2002), from a clinical point of view, it is important to understand which 

factors favor the upward spiral. There is evidence that some patients experience long 

persistent improvements after a SG, whereas others only temporarily improve with no effect 

on final treatment outcome (see Shalom & Aderka, 2020). However, studies that have 

investigated the processes after a SG show findings mostly consistent with Tang and 

DeRubeis’ (1999) theory. For example, Lutz et al. (2013) examined changes in the therapeutic 

alliance before and after a SG. Consistent with Tang and DeRubeis’ (1999) theory, a 

significant improvement in the therapeutic alliance was found after a SG, even though this 

was not the case in the pre-gain session. Wucherpfennig, Rubel, Hofmann et al. (2017) also 

found that there is an improvement in the therapeutic alliance after a SG that leads to a better 

outcome. Similarly, Zilcha-Mano et al. (2019) were able to show that improvements in the 
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therapeutic alliance after a SG mediate the SG−outcome relationship. Finally, Bohn et al. 

(2013) found significant changes in cognitions only after a SG, but not before. These findings 

provide support for upward spirals in alliance and cognitions following a SG.  

Even if these studies have already identified important factors for the upward spiral, 

the question remains whether other factors also influence the upward spiral. For example, 

Grawe (1997) was able to show that, in addition to the therapeutic alliance, four other 

common factors facilitate improvement in therapy. These include resource activation, 

clarification of meaning, problem actuation, and coping skills. It remains to be clarified 

whether these change mechanisms can also predict outcome after a SG, because, to our 

knowledge, these factors have not previously been linked to it. 

In addition, new statistical approaches recently introduced to psychotherapy research 

might facilitate the further investigation of change mechanisms associated with SGs. Elastic 

net (EN) regressions, for example, avoid overfitting (Bennemann et al., 2022) and are thus 

well-suited to ensure the generalizability of results. EN removes predictors from the model 

that have no influence on the criterion (for a further explanation, see Brownlee (2019a)) and 

might therefore be well-suited to identify variables relevant to outcome after a SG. 

Furthermore, the effect sizes of outcome predictors after a SG remain unclear. Since 

the therapeutic alliance has a general influence on therapy outcome (Flückiger et al., 2018), it 

is difficult to quantify how much the alliance influences outcome after a SG, independent of 

the general influence that the therapeutic alliance has on outcome. Wucherpfennig, Rubel, 

Hofmann et al. (2017) were the only ones to use a control group to quantify effects, however, 

they limited their investigation to alliance and coping skills. It therefore remains unclear, 

whether other change mechanisms also have an impact on outcome after a SG. Therefore, the 

purpose of this study is to investigate which predictors have an impact on outcome after a SG 

besides alliance and coping skills, independent of general outcome predictors. Here, a 

comparable control group that has not experienced Sudden Gains will be used. The effects of 

general outcome predictors and those after a SG can thereby be disentangled and quantified, 

revealing the impact of important outcome predictors after a SG. This study therefore has two 

objectives: 

1.) The replication of findings from previous studies on outcome predictors after a sudden 

gain using a large sample and an elastic net analysis to ensure better generalizability. 

2.) The identification of further relevant outcome predictors after a SG, as well as their 

quantification in the form of effect sizes with the help of a control group. 
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Method 

Patients and Treatment 

The routine care sample included a total of 3626 patients treated at the University of 

Trier’s outpatient clinic between 2007 and 2022. Patients were included in the analyses if they 

completed a questionnaire battery before therapy, completed therapy (i.e., regular termination 

or dropout), and their therapy lasted at least 6 sessions. Of the remaining patients, those with 

at least one sudden gain were included in the analyses. A corresponding patient who had not 

experienced a SG in therapy was identified and included in the analyses for each SG patient 

using propensity score matching via the nearest neighbor method. This resulted in a total 

sample of 1588 patients, half of whom experienced a SG during therapy and half of whom did 

not (see Figure 1 for the detailed procedure).  

Figure 1 

Patient selection flowchart 
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Diagnoses were based on the German version of the Structured Clinical Interview for 

Axis I DSM–IV Disorders - Patient Edition (SCID-I; Wittchen et al., 1997) and DSM-5 

disorders (SCID-5-CV; Beesdo-Baum et al., 2019) as well as the International Diagnostic 

Checklist for Personality Disorders (IDCL-P; Bronisch et al., 1996). Each session was 

videotaped. All patients who participated in the study gave written consent for their data to be 

used for research purposes. The interviews were conducted by well-trained therapists before 

treatment began. The interview and diagnoses were discussed in expert teams consisting of at 

least four senior clinicians. Final diagnoses were determined by consensual agreement of at 

least 75% of the team members. Table 1 provides an overview of patient characteristics.  

The mean score of the Brief Symptom Inventory short form (BSI; Franke, 2000; 

German translation of Derogatis, 1975) was 1.48 (SD = 0.70) and did not differ significantly 

between groups, indicating a moderate to severe general level of distress. 

The authors assert that all procedures contributing to this work comply with the ethical 

standards of the relevant national and institutional committees on human experimentation and 

with the Helsinki Declaration of 1975, as revised in 2013. 

Therapists 

Treatment was provided by 218 therapists who took part in a 3- (full-time) or 5-year 

(part-time) postgraduate training program with a CBT focus. All therapists initially received 

one year of clinical training before beginning to treat outpatients. On average, each therapist 

treated 7.3 patients (SD = 3.2, range 1−14). Each therapist received one hour of supervision 

per month and patient, supported by session videos. Supervisors were clinicians with at least 

five years of clinical experience after completing training. 

Measures 

 Hopkins Symptom Checklist short form. The Hopkins Symptom Checklist short 

form (HSCL-11; Lutz et al., 2006) is a short version of the Brief Symptom Inventory (Franke, 

2000). This short form consists of 11 items and measures symptomatic distress with a focus 

on depressive and anxiety symptomatology. Items are based on a 4-point Likert scale ranging 

from 1 (not at all) to 4 (extremely). The HSCL-11 highly correlates with the BSI (r = .91) and 

has high internal consistency (α =.92; Lutz et al., 2006). The mean of the 11 items was used to 

identify sudden gains. It was assessed at the beginning of each session. 
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Table 1 

Patient characteristics and matched group comparisons 

Variable 
Sudden gainers 

(n = 794) 

 

Non-gainers  

(n =794) 

 

t-value / 

chi²-value 

p-

value 

Treatment length (M session 

(SD)) 
49.40 (20.25) 49.62 (21.02) 0.22 0.828 

Session number of the sudden 

(pseudo) gain (M session (SD)) 
19.59 (16.03) 19.92 (16.28) 0.42 0.677 

Brief Symptom Inventory (BSI) 

– pre total score (M (SD)) 
1.49 (0.68) 1.47 (0.73) 0.50 0.615 

BSI – post total score (M (SD)) 0.72 (0.61) 0.84 (0.70) 3.59** 0.000 

Age (M years (SD)) 35.57 (12.62) 35.99 (13.03) 0.66 0.508 

Therapy expectation (M 

expectation (SD)) 
3.10 (0.71) 3.07 (0.69) 0.89 0.373 

Sick leave (n left (%)) 149 (18.77%) 152 (19.14%) 0.02 0.898 

Marital status (n married (%)) 216 (27.20%) 223 (28.09%) 0.11 0.736 

Education (n > 12 years (%)) 404 (50.88%) 404 (50.88%) 0 1 

Gender female (n (%)) 552 (69.52%) 546 (68.77%) 0.07 0.786 

Medication intake (n (%)) 567 (71.41%) 582 (73.30%) 0.62 0.432 

Primary diagnosis (n (%)) 

    Affective disorder 

    Anxiety disorder 

    Adjustment disorder / PTSD 

    Other 

 

411 (51.76 %) 

85 (10.71 %) 

110 (13.85 %) 

188 (23.68 %) 

 

387 (48.74 %) 

126 (15.87 %) 

114 (14.36 %) 

167 (21.03 %) 

 

5.21* 

6.57* 

0.00 

1.45 

 

0.022 

0.010 

0.950 

0.228 

Comorbidity (n (%)) 

    Two diagnoses 

    Three or more diagnoses 

 

238 (29.97 %) 

325 (40.93 %) 

 

250 (31.49 %) 

327 (41.18 %) 

 

0.36  

0.00 

 

0.550 

0.960 

Note: For continuous variables (first 6 variables) a t-test was used, for dichotomous variables 

a chi²-test was used; * = p < .05; ** = p < .001. Due to the hardly existing variance, we have 

excluded the variable nationality (94.8% were German). 

 

 

 

 

 

 



 Original Publications                                                                                                             142  

Brief Symptom Inventory The Brief Symptom Inventory (BSI; Franke, 2000; 

German translation of Derogatis, 1975) is a 53-item self-report symptom inventory assessing 

symptomatology during the last week. Nine subscales are included in the BSI: somatization, 

obsessive–compulsive, interpersonal sensitivity, depression, anxiety, hostility, phobic anxiety, 

paranoid ideation, and psychoticism. The BSI is a brief form of the Symptom Checklist-90-R 

(SCL-90-R; Derogatis, 1977). The items score on a 5-point Likert scale ranging from 0 (not at 

all) to 4 (extremely). In this study, the Global Severity Index (GSI) was calculated to capture 

symptomatic distress at the beginning and end of therapy. 

 Bern Post Session Reports. The Bern Post Session Reports (BPSR; Flückiger et al., 

2010) capture therapeutic processes rated by patients (PSTB) and therapists (TSTB) on a 

session-to-session basis. The assessed processes are based on the model of general 

mechanisms of change (Grawe, 1997). We assessed the scales therapeutic relationship, 

problem solving, problem actualization, motivational clarification, and resource activation 

from both the patient and therapist perspectives after each session. All items are based on a 7-

point Likert scale ranging from −3 (not at all) to +3 (yes, exactly). Each scale had good to 

excellent psychometric properties in our sample (α = .85 − .93 for the patient version; α = .87 

− .94 for the therapist version). The scales motivational clarification and problem 

actualization consist of only one item each, therefore no internal consistency could be 

calculated for these scales. Nevertheless, confirmatory factor analysis (Flückiger et al., 2010) 

has shown them to be reliable and valid. 

 Session Rating Scale - Version 3. The Session Rating Scale - Version 3 (SRS; 

Duncan et al., 2003) is an ultra-brief alliance measure consisting of 4 items. Item 1 captures 

the relationship ranging from 0 (I did not feel heard, understood, and respected) to 100 (I felt 

heard, understood, and respected), item 2 captures the goals and topics ranging from 0 (We 

did not work on or talk about what I wanted to work on and talk about) to 100 (We worked on 

and talked about what I wanted to work on and talk about). Next, item 3 assesses approach or 

method ranging from 0 (The therapist’s approach is not a good fit for me) to 100 (The 

therapist’s approach is a good fit for me) and item 4 assesses overall ranging from 0 (There 

was something missing in the session today) to 100 (Overall, today’s session was right for 

me). Each item is assessed by a visual analogue scale and has good psychometric properties 

that are comparable to the Health Assessment Questionnaire-II (α =.88, rtt =.64; Duncan et 

al., 2003). Each item was assessed after each session and used separately for the analyses. 

Additional Measurements. Additionally, 4 more items were assessed on a session-to 

session basis. First the Global Assessment of Functioning Scale (GAF; American Psychiatric 
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Association, 2005) was rated by the therapist after each session. Next, the therapist rated 

patient coping with the item How well is your patient coping emotionally and 

psychologically? on a visual analog scale ranging from 0 (very poorly) to 100 (very well). 

Last, alliance ruptures were assessed via the item During today’s session, did you perceive 

any tension, misunderstandings, or inconsistencies in the relationship with your 

patient/therapist? These were rated on a 5-point Likert scale ranging from 0 (not at all) to 5 

(constantly) by the patient as well as the therapist.  

Missing Data 

Following recommendations for the imputation of nested data (van Buuren, 2018), we 

first imputed the level 1 data only. In the next step, we used the mean values of each level 1 

variable for each patient to impute the level 2 variables. To do so, we used the randomForest 

method of the mice package (van Buuren, 2021) in R. The randomForest algorithm is 

recommended for imputation of mixed-type data with both categorical and continuous 

variables (Waljee et al., 2013). No variable had more than 30% missings, for which good 

algorithm performance has previously been shown in simulation analyses (Stekhoven & 

Bühlmann, 2012). 

Identification of Sudden Gains 

 The criteria developed by Tang and DeRubeis (1999) were used to identify SGs. 

However, the first criterion had to be adapted, as we used the HSCL-11 instead of the BDI-II 

to identify SGs. Following Stiles et al.’s (2003) suggestions, we modified the first criterion 

(improvement of at least 7 BDI points) by using the reliable change index (RCI) to identify 

meaningful improvement between two sessions. The RCI is defined as the difference between 

the pre-treatment and post-treatment scores, divided by the standard error of the difference 

(Jacobson & Truax, 1991). Based on the data from the naturalistic sample, the RCI for the 

HSCL-11 was 0.61. Thus, a SG was identified when the following criteria were fulfilled 

between the pre-gain session (N) and the post-gain session (N + 1): 

(a) The HSCL-11 decreased by at least 0.61 between two subsequent sessions (HSCL-

11N – HSCL-11N + 1 ≥ 0.61). 

(b) This decrease was at least 25% of the HSCL-11 score in the pre-gain session 

(HSCL-11N – HSCL-11N + 1 ≥ 0.25 * HSCL-11N). 



 Original Publications                                                                                                             144  

(c) The mean score of the three sessions before (sessions N − 2, N − 1, and N) and 

after (sessions N + 1, N + 2, N + 3) the gain were significantly different, based on a 

two sample t-test with a 5% significance level (t(4;95%) > 2.78). 

Generating a Control Group 

 To generate a comparable control group, propensity score matching (PSM; see Stuart 

et al., 2004 for an overview) was used. This method has been shown to reduce bias by 

balancing two samples for comparability (Lutz et al., 2016; Rosenbaum & Rubin, 1983; 

Wucherpfennig, Rubel, Hollon et al., 2017). We applied the nearest neighbor method 

according to Ho et al.’s (2007) suggestions, which has shown good performance in a 

sophisticated simulation study (Geldof et al., 2020). Nearest neighbor matching utilizes 

propensity scores to adjust for confounding baseline variables. As West et al. (2014) 

recommended, we included baseline variables that could potentially confound the comparison 

between gainers and non-gainers. Adapted from the work of Delgadillo et al. (2016) and 

Wucherpfennig, Rubel, Hofmann et al. (2017), the following variables were considered for 

matching: intake symptom severity (pre-treatment BSI), age, therapy expectations, medication 

at intake, gender, education status, marital status, and employment status (see Table 1 for an 

overview). Based on 1:1 nearest neighbor matching, for each sudden gainer, the most similar 

patient was selected from the group of non-gainers using these baseline variables. After 

matching, we calculated several t-tests and χ²- tests to examine the differences between these 

groups and ensure comparability (see Figure 1). 

Pseudo Gains  

After the matching process, a so-called pseudo gain (PG) session was selected for each 

patient in the non-gainer (i.e., control) group (a non-gain session comparable to a sudden gain 

session with regard to the time point at which it occurred during treatment). Further, this time 

point was set in relation to the total number of sessions. When, for example, a SG occurred in 

session 10 and the SG patient had 30 sessions in total, we first reviewed the matched 

counterpart’s total number of sessions. For example, if they had a total of 60 sessions, the 

20th session was then selected as a PG session. Using this procedure, we obtained a control 

group with corresponding pseudo gain sessions at which the outcome predictors after a SG 

could be relativized and quantified. In this way, effect sizes could be calculated that provide 

more precise information about the importance of the processes after a SG. 
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Data Analytic Strategy 

 All analyses were conducted using the free software environment R version 4.1.1 (R 

Core Team, 2021). To quantify the outcome predictors after a SG independently of the 

influence that these variables generally have on outcome, two comparable models were 

calculated, one with the sudden gainers and the other with the non-gainers. The first three 

sessions after a sudden (or pseudo) gain are relevant for these calculations, which are also 

crucial for identifying a sudden gain according to Tang and DeRubeis' (1999) criteria. We 

used the mean scores and the coefficient of variation (CoV) of each variable over all three 

sessions after a SG/PG as potential predictors. The CoV is defined as the standard deviation 

standardized by the mean. Small scores indicate high consistency, that is, low fluctuation over 

time. The criterion in these models was the post-treatment BSI value. 

 Model generation process. For model generation, we conducted a nested cross-

validation with ten outer and five inner loops, repeating the inner cross-validations three times 

(Brownlee, 2019b) to further avoid overfitting (Cawley & Talbot, 2010). This procedure was 

performed separately for the sudden gainer and non-gainer groups using 19 predictors (i.e., 

total HSCL value, the five PSTB and TSTB scales, respectively, four SRS items, the GAF 

value, estimated coping, degree of alliance rupture rated by therapist and patient). Here, the 

mean and CoV of each predictor were used, resulting in a total of 38 predictors with the post-

treatment BSI value as criterion. 

We used elastic net (EN) regularization (Friedman et al., 2010) as the model 

generation algorithm. EN protects well against overfitting (Pavlou et al., 2016) and performs 

very well in clinical and naturalistic contexts (Bennemann et al., 2022; Lutz et al., 2019). EN 

combines two regularized regression procedures, the least absolute shrinkage and selection 

operator (LASSO; Tibshirani, 1996) and ridge regression. Both penalizations shrink 

regression coefficients to reduce overfitting, but only LASSO can shrink variable coefficients 

to zero. For EN regularization, we defined a range of values to be tested to find an optimal 

ratio of LASSO and ridge regression for our models as well as the optimal value for the 

penalization parameter. We set alpha (i.e., the parameter for the ratio of LASSO to ridge 

regression) to 0.1 for the first analysis and then altered alpha in increments of 0.1 until 1 was 

reached. An alpha of 0 is equal to a ridge regression, while an alpha of 1 equals a LASSO 

regression. We also defined lambda’s range analogue to the alpha parameter. Lambda defines 

the magnitude of the regression penalty. This resulted in 100 different possible combinations 

of these two parameters (10 values for alpha x 10 values for lambda) to identify the best 

fitting model. To run each of the ten outer cross-validation loops, this procedure was 
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performed with the help of the R package caret v6.0-90 (Kuhn, 2021). Identification of the 

best model was based on the root-mean-square error (RMSE; Hyndman & Koehler, 2006). 

The model with the lowest value was considered the best model. 

 Following Zou and Hastie’s (2005) recommendations, before model generation all 

continuous variables were centered separately for each outer cross-validation loop of the 

training and test sets. For the centering process, only the mean value from the training data set 

was subtracted for each corresponding variable to avoid data leakage. 

 Predictor comparisons. For each outer cross-validation run, we obtained an RMSE 

value and a regression weight for all predictors unless they were set to 0 by the penalization 

procedure (i.e., maximum of 10 values for a predictor per group). Only predictors that were 

included in all 10 outer runs of the EN penalization, either in the SG group, the PG group, or 

both groups were used for further analysis. When the predictor is included in all 10 outer runs, 

the inclusion rate lies above 95% and is thus significantly above chance. Due to the maximum 

of 10 values per group, distributions were available for each predictor in each group. These 

were compared between the two groups using t-tests to determine how large the differences in 

each predictor’s effects on outcome were after a SG vs. after a PG. Using this procedure, the 

outcome predictors’ effects after a SG could be quantified while considering the general 

influence on outcome that was assessed via the control group (i.e., the non-gainer group). 

Further, we applied the same procedure to the model evaluation parameter used (i.e., RMSE) 

to compare the two groups regarding model performance. 

Results 

After the matching process, two groups of equal size were generated, which did not 

differ significantly with respect to the input variables. At the end of therapy, the sudden gainer 

group (M = 0.72, SD = 0.61) was significantly less distressed than the control group (M = 

0.84, SD = 0.70) according to the BSI (t(1586) = 3.59, p < .001, Cohen’s d = 0.18), indicating 

that sudden gainers had a significantly better therapy outcome, despite being as distressed as 

the control group at the beginning of therapy. In addition, the two groups differed with respect 

to the distribution of diagnoses. While there were significantly more affective disorders in the 

sudden gain group, there were significantly more anxiety disorders in the control group (for 

an overview of the group comparisons, see Table 1). 

 After the model building process with EN, some variables were excluded that did not 

have predictive power for treatment outcome. Figure 2 shows an overview of all variables that 

were included at least once in at least one group (i.e., SG group and/or PG group). All 
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variables that were not included in any model in either group were excluded completely and 

are not shown in the figure. As described above, for the final comparisons, only variables that 

were included in at least one of the two groups in all 10 outer runs of the nested cross-

validation were included.  

Figure 2: Number of occurrences of each variable in each outer cross-validation run for both 

groups (i.e., sudden gainers and non-gainers). 

Note: HSCL = Hopkins Symptom Checklist short form; PSTB = Bern Post-Session Reports for patients; TSTB = 

Bern Post-Session Reports for therapists; SRS = Short Rating Scale; GAF = Global Assessment Functioning; 

CoV = Coefficient of variation; All variables not included in the figure were excluded in each run in both groups 

 Table 2 provides an overview of the included variables and their comparisons via a 

two-tailed independent t-test. Concerning mean values, the HSCL, the PSTB problem solving 

scale, the SRS scales goals and topics and approach or method, the single coping item and 

the single alliance rupture item rated by the therapist were considered. In addition, the CoV of 

the PSTB scales problem solving and therapeutic relationship were included in the 

comparisons.  
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Table 2 

Mean regression weights for all relevant variables across the three sessions after a sudden 

(pseudo) gain and the mean differences between these two groups. 

Note: HSCL = Hopkins Symptom Checklist short form; PSTB = Bern Post Session Reports 

for patients; SRS = Short Rating Scale; RMSE = root mean square error; CoV = Coefficient 

of variation; * p > .05; ** p > .01; *** p > .001; † mean value is not significantly different 

from 0. To determine significance, the Benjamini-Hochberg procedure was applied to prevent 

false discovery rates through multiple testing. 

Except for the mean score of the problem solving scale (t(18) = 0.55; p = .140; 

Cohen’s d = 0.25), all differences between these items in the two groups were significant. A 

high mean HSCL value predicted a worse outcome, whereas this effect was significantly 

greater in the PG group (t(18) = 27.91; p < .001; Cohen’s d = 12.48). A high variation in the 

application of problem-solving strategies seemed to lead to a significantly worse outcome for 

Variable 

Sudden 

gainers  

(n = 794) 

Non-gainers  

(n = 794) 

t-value p-value Cohen’s d M (SD) M (SD) 

Intercept .000 (.000)† .000 (.000)† 1.54 0.140 0.69 

HSCL (mean) .213 (.007) .348 (.013) 27.91*** 0.000 12.48 

PSTB: Problem 

solving (mean) 
-.013 (.010) -.011 (.008) 0.55 0.589 0.25 

PSTB: Problem 

solving (CoV) 
.029 (.011) .005 (.009)† 5.24*** 0.000 2.34 

PSTB: Therapeutic 

relationship (CoV) 
.000 (.001)† .025 (.001) 10.90*** 0.000 4.88 

SRS: Item 2 

(mean) 
-.017 (.010) .000 (.000)† 5.37*** 0.000 2.40 

SRS: Item 3 

(mean) 
.000 (.000)† -.018 (.005) 11.11*** 0.000 4.97 

Item: Alliance 

ruptures (mean) 
.009 (.006) .017 (.009) 2.42* 0.026 1.08 

Item: Estimated 

coping (mean) 
.003 (.005)† -.013 (.008) 5.37*** 0.000 2.40 

Model parameter 

(RMSE) 
.546 (.050) .539 (.056) 0.33 0.748 0.15 
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sudden gainers, whereas this was not found for non-gainers. The difference was also 

significant (t(18) = 5.24; p < .001; Cohen’s d = 2.34). For the CoV of the therapeutic 

relationship, it was the other way around; here a large amount of variation seemed to lead to 

worse outcomes in the non-gainer group, whereas the sudden gain group was not affected by 

it. Here, the difference between the groups was also significant (t(18) = 10.90; p < .001; 

Cohen’s d = 4.88). In addition, the goals and topics (SRS item 2) in therapy led to a better 

outcome only for sudden gainers, whereas the therapists’ approaches or methods (SRS item 

3) did not have such an effect. This result was reversed for non-gainers. The group difference 

was significant regarding goals and topics (t(18) = 5.37; p < .001; Cohen’s d = 2.40), as well 

as approaches and methods (t(18) = 11.11; p < .001; Cohen’s d = 4.97). The therapist 

assessment of alliance ruptures predicted a poorer outcome, but this effect was significantly 

smaller for sudden gainers (t(18) = 2.42; p = .026; Cohen’s d = 1.08). Finally, the patient’s 

coping skills assessed by the therapist significantly predicted better therapy outcome, but only 

for non-gainers, leading to a significant difference between groups (t(18) = 5.37; p < .001; 

Cohen’s d = 2.40). Model quality as measured by the RMSE did not differ significantly 

between the two groups (t(18) = 0.33; p > .05; Cohen’s d = 0.15). 

Discussion 

The aim of this study was to identify the most important predictors of treatment 

outcome after a SG that foster an upward spiral and to compare them to outcome predictors in 

a control group without SGs that did not differ significantly regarding relevant pre-treatment 

variables. For this purpose, an elastic net analysis with nested cross-validation was used that 

allows generalizability of the results and protects against overfitting. Furthermore, this 

procedure allows conclusions to be drawn about processes that are specifically decisive after a 

SG. It avoids overlap with generally important therapy factors by relativizing the effects via 

comparison to a control group (i.e., the non-gainer group). One model was generated per 

group (i.e., SG and PG), which did not differ significantly regarding their overall prediction 

performance. Through this process, only variables that had a significant effect on the outcome 

after a SG or PG were included in the analysis and further investigated. It was found that the 

predictive power of some variables differed significantly, depending on whether they 

predicted outcome after a SG or PG, with the differences showing large effect sizes (see Table 

2).  

First, the sudden gainers had a lower HSCL value than the non-gainers, which 

replicates previous research results (see Shalom & Aderka, 2020). Since the non-gainers did 
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not experience a substantial improvement in therapy in form of a sudden gain, this result is 

consistent with the literature. In addition, a high average use of problem-solving strategies 

(patient rating) shows an equally positive effect on outcome for both groups. Interestingly, a 

high variation in the use of problem-solving strategies (patient rating) lead to a significantly 

worse outcome in the sudden gainer group, but not so in the non-gainer group. It seems that 

the constant use of problem-solving strategies is important for the maintenance of positive 

effects, even more so than other general change factors. One reason for this could be that the 

therapists in this study primarily had a CBT focus, which typically includes problem-solving 

strategies. A replication in a sample with another therapy focus could lead to different results. 

Nevertheless, SGs have higher effect sizes in CBT settings (Aderka, Nickerson et al., 2012), 

which further strengthens our findings. 

Regarding the therapeutic relationship (patient rating), this effect seems to be reversed. 

This can be well explained by the fact that sudden gainers have also experienced significant 

symptom improvement on an interpersonal level, so that they have a more functional way of 

dealing with disagreements and interactional problems in therapy. This assumption is 

supported by the fact that alliance ruptures perceived by the therapist have a significantly 

larger negative effect on outcome for the group of non-gainers than for the sudden gainer 

group. Further, therapist-rated estimated patient coping lead to a better outcome for non-

gainers only. This finding is strengthened by the fact that for sudden gainers, goals and topics 

are crucial (SRS item 2), while for non-gainers, the approach and method (SRS item 3) are 

vital. Therefore, the what seems to be more important for sudden gainers than the how, which 

is reversed in the non-gainer group. This also supports the finding that consistent use of 

problem-solving strategies is important for sudden gainers, as they have enough resources to 

apply concrete strategies and are better able to handle a directive approach that has the 

patient’s goals in mind. 

Except for therapist-rated coping (“How well is your patient coping emotionally and 

psychologically?”) and alliance ruptures (“During today’s session, did you perceive any 

tension, misunderstandings, or inconsistencies in the relationship with your patient?”), no 

therapist variable was included in the model. Therefore, patient ratings seem to be better 

predictors of therapy outcome. Nevertheless, there is evidence for the predictive power of 

therapist ratings (Laws et al., 2017). One reason for the superiority of patient ratings could be 

that outcome was only assessed from the patient’s perspective. Although this is a common 

method of measuring outcome, the effects may change if other instruments were used. 
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Limitations 

Although this study has many strengths, several limitations must be mentioned. For 

example, the two samples of sudden and non-gainers are not identical with respect to the 

primary diagnoses (see Table 1). More depressed patients were in the sudden gain group, 

while more anxiety patients were in the control group. Although we do not believe this had a 

causal impact on our results, as there is efficacy evidence for both diagnoses (Cuijpers et al., 

2013), we cannot completely rule it out. However, Aderka and Shalom (2021) found evidence 

that the frequency of sudden gains is higher in depressed patients than in patients who suffer 

from an anxiety disorder. This finding fits to our data and therefore seems not to interfere with 

our findings. 

In addition, we cannot rule out that crucial patient characteristics were overlooked in 

our study. Although we collected important variables associated with treatment outcome 

(Delgadillo et al., 2016), there is a possibility that others are missing. Furthermore, it should 

be noted that only three sessions were selected for the evaluation of relevant processes after a 

sudden or pseudo gain. Although this number of sessions was based on  Tang and DeRubeis’ 

(1999) original criteria and has already been used in other studies (Wucherpfennig, Rubel, 

Hofmann et al., 2017), it cannot be excluded that some longer-term processes were 

overlooked due to the limited number of sessions. Here, a replication with more sessions after 

a SG could provide a clearer picture and strengthen our results. 

Another limitation could be that we did not consider the timing of the SG. Although 

our groups were comparable in terms of session number and length of therapy, it cannot be 

excluded that varying processes are decisive for an earlier SG versus later SG. Future studies 

should include the point in time of a sudden gain in the analyses to uncover possible 

influences. 

Finally, it must be mentioned that our sample consisted almost exclusively of German 

patients (94.8%), which is why this variable was not included in the analysis. This limits the 

generalizability to other cultural groups and ethnicities, even if the data come from a 

naturalistic setting. 

Conclusion 

 The present study shows that to maintain the upward spiral after a SG, processes other 

than those that have a general influence on outcome are prominent. This information is of 

great value for therapists, as it may help to maintain improvement after a SG and 
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subsequently achieve better improvement rates in the context of data-informed psychological 

therapy (Lutz, Deisenhofer et al., 2022; Lutz, Schwartz et al., 2022). In addition, a sudden 

improvement in symptom severity may make it necessary to adjust the treatment strategy. 

This study provides important insights into the direction in which the therapy strategy must be 

adapted and reveals that a more directive problem-solving approach is more promising to 

maintain an upward spiral. The results again show that SGs are a highly complex therapeutic 

phenomenon that require a high level of flexibility and intuition on the therapist’s part. 

However, further research is needed to better understand this complex phenomenon and to 

derive more benefits for patients. 

CRediT authorship contribution statement:  

Björn Bennemann: Conceptualization, Methodology, Software, Formal analysis, Data 

Curation, Writing – Original Draft, Writing – Review & Editing, Visualization, Project 

administration. Brian Schwartz: Methodology, Writing – Review & Editing. Wolfgang 

Lutz: Investigation, Supervision, Funding acquisition.  

Additional Information 

Conflicts of Interest: The authors declare that there were no conflicts of interest with respect 

to the authorship or the publication of this article. 

Funding: This work was partly supported by the German Research Foundation (DFG) under 

Grant Nr. LU 660/10-1. 

Acknowledgments: The authors thank Kaitlyn Poster for proofreading the manuscript. 

 

 

 

 

 

 

 

 

 

 

 



 Original Publications                                                                                                             153  

References 

Aderka, I. M., Anholt, G. E., van Balkom, A. J. L. M., Smit, J. H., Hermesh, H., & van 

Oppen, P. (2012). Sudden gains in the treatment of obsessive-compulsive disorder. 

Psychotherapy and Psychosomatics, 81(1), 44–51. https://doi.org/10.1159/000329995 

Aderka, I. M., Appelbaum-Namdar, E., Shafran, N., & Gilboa-Schechtman, E. (2011). 

Sudden gains in prolonged exposure for children and adolescents with posttraumatic 

stress disorder. Journal of Consulting and Clinical Psychology, 79(4), 441–446. 

https://doi.org/10.1037/a0024112 

Aderka, I. M., Foa, E. B., Applebaum, E., Shafran, N., & Gilboa-Schechtman, E. (2011). 

Direction of influence between posttraumatic and depressive symptoms during 

prolonged exposure therapy among children and adolescents. Journal of Consulting 

and Clinical Psychology, 79(3), 421–425. https://doi.org/10.1037/a0023318 

Aderka, I. M., Kauffmann, A., Shalom, J. G., Beard, C., & Björgvinsson, T. (2021). Using 

machine-learning to predict sudden gains in treatment for major depressive disorder. 

Behaviour Research and Therapy, 144, 103929. 

https://doi.org/10.1016/j.brat.2021.103929 

Aderka, I. M., Nickerson, A., Bøe, H. J., & Hofmann, S. G. (2012). Sudden gains during 

psychological treatments of anxiety and depression: A meta-analysis. Journal of 

Consulting and Clinical Psychology, 80(1), 93–101. https://doi.org/10.1037/a0026455 

Aderka, I. M., & Shalom, J. G. (2021). A Revised Theory of Sudden Gains in Psychological 

Treatments. Behaviour Research and Therapy, 139, 103830. 

https://doi.org/10.1016/j.brat.2021.103830 

American Psychiatric Association. (2005). Diagnostic and Statistical Manual of Mental 

Disorders. Arlinton, VA: American Psychiatric Association. 

Andrusyna, T. P., Luborsky, L., Pham, T., & Tang, T. Z. (2006). The Mechanisms of Sudden 

Gains in Supportive–Expressive Therapy for Depression. Psychotherapy Research, 

16(5), 526–536. https://doi.org/10.1080/10503300600591379 

Barkham, M., Lutz, W., & Castonguay, L. G. (Eds.). (2021). Bergin and Garfield’s Handbook 

of Psychotherapy and Behavior Change (7th ed.). Wiley.  

Barkham, M., Connell, J., Stiles, W. B., Miles, J. N. V., Margison, F., Evans, C., & Mellor-

Clark, J. (2006). Dose-effect relations and responsive regulation of treatment duration: 

The good enough level. Journal of Consulting and Clinical Psychology, 74(1), 160–

167. https://doi.org/10.1037/0022-006X.74.1.160 



 Original Publications                                                                                                             154  

Beesdo-Baum, K., Zaudig, M., & Wittchen, H.-U. (2019). SCID-5-CV. Strukturiertes 

Klinisches Interview für DSM-5-Störungen - Klinische Version. 

Bennemann, B., Schwartz, B., Giesemann, J., & Lutz, W. (2022). Predicting patients who will 

drop out of out-patient psychotherapy using machine learning algorithms. The British 

Journal of Psychiatry : The Journal of Mental Science, 1–10. 

https://doi.org/10.1192/bjp.2022.17 

Bohn, C., Aderka, I. M., Schreiber, F., Stangier, U., & Hofmann, S. G. (2013). Sudden gains 

in cognitive therapy and interpersonal therapy for social anxiety disorder. Journal of 

Consulting and Clinical Psychology, 81(1), 177–182. 

https://doi.org/10.1037/a0031198 

Bronisch, T., Hiller, W., Mombour, W., & Zaudig, M. (1996). International diagnostic 

checklists for personality disorders according to ICD-10 and DSM-IV—IDCL-P. 

Seattle, WA: Hogrefe and Huber Publishers. 

Brownlee, J. (2019a). Master Machine Learning Algorithms: Discover How They Work and 

Implement Them From Scratch. 

Brownlee, J. (2019b, November 3). Machine Learning Mastery: Nested Cross-Validation for 

Machine Learning with Python. https://machinelearningmastery.com/nested-cross-

validation-for-machine-learning-with-python/ 

Cavallini, A. Q., & Spangler, D. L. (2013). Sudden Gains in Cognitive-Behavioral Therapy 

for Eating Disorders. International Journal of Cognitive Therapy, 6(3), 292–310. 

https://doi.org/10.1521/ijct.2013.6.3.292 

Cawley, G. C., & Talbot, N. L. C. (2010). On over-fitting in model selection and subsequent 

selection bias in performance evaluation. The Journal of Machine Learning Research, 

11, 2079–2107. 

Clerkin, E. M., Teachman, B. A., & Smith-Janik, S. B. (2008). Sudden gains in group 

cognitive-behavioral therapy for panic disorder. Behaviour Research and Therapy, 

46(11), 1244–1250. https://doi.org/10.1016/j.brat.2008.08.002 

Cuijpers, P., Sijbrandij, M., Koole, S. L., Andersson, G., Beekman, A. T., & Reynolds, C. F. 

(2013). The efficacy of psychotherapy and pharmacotherapy in treating depressive and 

anxiety disorders: A meta-analysis of direct comparisons. World Psychiatry: Official 

Journal of the World Psychiatric Association (WPA), 12(2), 137–148. 

https://doi.org/10.1002/wps.20038 



 Original Publications                                                                                                             155  

Delgadillo, J., Moreea, O., & Lutz, W. (2016). Different people respond differently to 

therapy: A demonstration using patient profiling and risk stratification. Behaviour 

Research and Therapy, 79, 15–22. https://doi.org/10.1016/j.brat.2016.02.003 

Derogatis, L. R. (1975). SCL-90-R: Symptom Checklist-90-R: Administration, Scoring, and 

Procedures Manual. NCS Pearson. 

https://books.google.de/books?id=fcxxtwAACAAJ  

Derogatis, L. R. (1977). SCL-90-R: Administration, scoring and procedures: Manual 1. 

Baltimore, MD: Clinical Psychometric Research. 

Duncan, B. L., Miller, S. D., Sparks, J. A., Claud, D. A., Reynolds, L. R., Brown, J., & 

Johnson, L. D. (2003). The Session Rating Scale: Preliminary psychometric properties 

of a “working” alliance measure. Journal of Brief Therapy, 3(1), 3–12. 

Flückiger, C., Del Re, A. C., Wampold, B. E., & Horvath, A. O. (2018). The alliance in adult 

psychotherapy: A meta-analytic synthesis. Psychotherapy (Chicago, Ill.), 55(4), 316–

340. https://doi.org/10.1037/pst0000172 

Flückiger, C., Regli, D., Zwahlen, D., Hostettler, S., & Caspar, F. (2010). Der Berner 

Patienten- und Therapeutenstundenbogen 2000. Zeitschrift Für Klinische Psychologie 

Und Psychotherapie, 39(2), 71–79. https://doi.org/10.1026/1616-3443/a000015 

Franke, G. H. (2000). Brief symptom inventory (BSI) von LR Derogatis:(Kurzform der SCL-

90-R). Beltz Test.  

Friedman, J., Hastie, T., & Tibshirani, R. (2010). Regularization Paths for Generalized Linear 

Models via Coordinate Descent. Journal of Statistical Software, 33(1), 1–22. 

Gaynor, S. T., Weersing, V. R., Kolko, D. J., Birmaher, B., Heo, J., & Brent, D. A. (2003). 

The prevalence and impact of large sudden improvements during adolescent therapy 

for depression: A comparison across cognitive-behavioral, family, and supportive 

therapy. Journal of Consulting and Clinical Psychology, 71(2), 386–393. 

https://doi.org/10.1037/0022-006X.71.2.386 

Geldof, T., Popovic, D., van Damme, N., Huys, I., & van Dyck, W. (2020). Nearest 

Neighbour Propensity Score Matching and Bootstrapping for Estimating Binary 

Patient Response in Oncology: A Monte Carlo Simulation. Scientific Reports, 10(1), 

964. https://doi.org/10.1038/s41598-020-57799-w 

Grawe, K. (1997). Research-Informed Psychotherapy. Psychotherapy Research, 7(1), 1–19. 

https://doi.org/10.1080/10503309712331331843 



 Original Publications                                                                                                             156  

Greenfield, M. F., Gunthert, K. C., & Haaga, D. A. F. (2011). Sudden gains versus gradual 

gains in a psychotherapy training clinic. Journal of Clinical Psychology, 67(1), 17–30. 

https://doi.org/10.1002/jclp.20748 

Hardy, G. E., Cahill, J., Stiles, W. B., Ispan, C., Macaskill, N., & Barkham, M. (2005). 

Sudden gains in cognitive therapy for depression: A replication and extension. Journal 

of Consulting and Clinical Psychology, 73(1), 59–67. https://doi.org/10.1037/0022-

006X.73.1.59 

Hedman, E., Lekander, M., Ljótsson, B., Lindefors, N., Rück, C., Hofmann, S. G., Andersson, 

E., Andersson, G., & Schulz, S. M. (2014). Sudden gains in internet-based cognitive 

behaviour therapy for severe health anxiety. Behaviour Research and Therapy, 54, 

22–29. https://doi.org/10.1016/j.brat.2013.12.007 

Ho, D. E., Imai, K., King, G., & Stuart, E. A. (2007). Matching as Nonparametric 

Preprocessing for Reducing Model Dependence in Parametric Causal Inference. 

Political Analysis, 15(3), 199–236. https://doi.org/10.1093/pan/mpl013 

Hofmann, S. G., Schulz, S. M., Meuret, A. E., Moscovitch, D. A., & Suvak, M. (2006). 

Sudden gains during therapy of social phobia. Journal of Consulting and Clinical 

Psychology, 74(4), 687–697. https://doi.org/10.1037/0022-006X.74.4.687 

Howard, K. I., Kopta, S. M., Krause, M. S., & Orlinsky, D. E. (1986). The dose–effect 

relationship in psychotherapy. American Psychologist, 41(2), 159–164. 

https://doi.org/10.1037/0003-066X.41.2.159 

Hunnicutt-Ferguson, K., Hoxha, D., & Gollan, J. (2012). Exploring sudden gains in 

behavioral activation therapy for Major Depressive Disorder. Behaviour Research and 

Therapy, 50(3), 223–230. https://doi.org/10.1016/j.brat.2012.01.005 

Hyndman, R. J., & Koehler, A. B. (2006). Another look at measures of forecast accuracy. 

International Journal of Forecasting, 22(4), 679–688. 

https://doi.org/10.1016/j.ijforecast.2006.03.001 

Jacobson, N. S., & Truax, P. (1991). Clinical significance: A statistical approach to defining 

meaningful change in psychotherapy research. Journal of Consulting and Clinical 

Psychology, 59(1), 12–19. https://doi.org/10.1037/0022-006X.59.1.12 

Kadera, S. W., Lambert, M. J., & Andrews, A. A. (1996). How Much Therapy Is Really 

Enough? : A Session-by-Session Analysis of the Psychotherapy Dose-Effect 

Relationship. The Journal of Psychotherapy Practice and Research, 5(2), 132–151. 



 Original Publications                                                                                                             157  

Kelly, M. A. R., Cyranowski, J. M., & Frank, E. (2007). Sudden gains in interpersonal 

psychotherapy for depression. Behaviour Research and Therapy, 45(11), 2563–2572. 

https://doi.org/10.1016/j.brat.2007.07.007 

Kelly, M. A. R., Roberts, J. E., & Ciesla, J. A. (2005). Sudden gains in cognitive behavioral 

treatment for depression: When do they occur and do they matter? Behaviour 

Research and Therapy, 43(6), 703–714. https://doi.org/10.1016/j.brat.2004.06.002 

Krüger, A., Ehring, T., Priebe, K., Dyer, A. S., Steil, R., & Bohus, M. (2014). Sudden losses 

and sudden gains during a DBT-PTSD treatment for posttraumatic stress disorder 

following childhood sexual abuse. European Journal of Psychotraumatology, 5. 

https://doi.org/10.3402/ejpt.v5.24470 

Kuhn, M. (2021, November 3). The caret Package: 6 Available Models. 

https://topepo.github.io/caret/available-models.html 

Laws, H. B., Constantino, M. J., Sayer, A. G., Klein, D. N., Kocsis, J. H., Manber, R., 

Markowitz, J. C., Rothbaum, B. O., Steidtmann, D., Thase, M. E., & Arnow, B. A. 

(2017). Convergence in patient-therapist therapeutic alliance ratings and its relation to 

outcome in chronic depression treatment. Psychotherapy Research, 27(4), 410–424. 

https://doi.org/10.1080/10503307.2015.1114687 

Lemmens, L. H. J. M., DeRubeis, R. J., Arntz, A., Peeters, F. P. M. L., & Huibers, M. J. H. 

(2016). Sudden gains in Cognitive Therapy and Interpersonal Psychotherapy for adult 

depression. Behaviour Research and Therapy, 77, 170–176. 

https://doi.org/10.1016/j.brat.2015.12.014 

Lutz, W., Deisenhofer, A.-K., Rubel, J., Bennemann, B., Giesemann, J., Poster, K., & 

Schwartz, B. (2022). Prospective evaluation of a clinical decision support system in 

psychological therapy. Journal of Consulting and Clinical Psychology, 90(1), 90–106. 

https://doi.org/10.1037/ccp0000642 

Lutz, W., Ehrlich, T., Rubel, J., Hallwachs, N., Röttger, M.-A., Jorasz, C., Mocanu, S., Vocks, 

S., Schulte, D., & Tschitsaz-Stucki, A. (2013). The ups and downs of psychotherapy: 

Sudden gains and sudden losses identified with session reports. Psychotherapy 

Research: Journal of the Society for Psychotherapy Research, 23(1), 14–24. 

https://doi.org/10.1080/10503307.2012.693837 

Lutz, W., Rubel, J. A., Schwartz, B., Schilling, V., & Deisenhofer, A.-K. (2019). Towards 

integrating personalized feedback research into clinical practice: Development of the 

Trier Treatment Navigator (TTN). Behaviour Research and Therapy, 120, 103438. 

https://doi.org/10.1016/j.brat.2019.103438 



 Original Publications                                                                                                             158  

Lutz, W., Schiefele, A.-K., Wucherpfennig, F., Rubel, J., & Stulz, N. (2016). Clinical 

effectiveness of cognitive behavioral therapy for depression in routine care: A 

propensity score based comparison between randomized controlled trials and clinical 

practice. Journal of Affective Disorders, 189, 150–158. 

https://doi.org/10.1016/j.jad.2015.08.072 

Lutz, W., Schwartz, B., & Delgadillo, J. (2022). Measurement-Based and Data-Informed 

Psychological Therapy. Annual Review of Clinical Psychology, 18, 71–98. 

https://doi.org/10.1146/annurev-clinpsy-071720-014821 

Lutz, W., Tholen, S., Schürch, E., & Berking, M. (2006). Reliabilität von Kurzformen 

gängiger psychometrischer Instrumente zur Evaluation des therapeutischen 

Fortschritts in Psychotherapie und Psychiatrie. Diagnostica, 52(1), 11–25. 

https://doi.org/10.1026/0012-1924.52.1.11 

Norton, P. J., Klenck, S. C., & Barrera, T. L. (2010). Sudden gains during cognitive-

behavioral group therapy for anxiety disorders. Journal of Anxiety Disorders, 24(8), 

887–892. https://doi.org/10.1016/j.janxdis.2010.06.012. 

Pavlou, M., Ambler, G., Seaman, S., Iorio, M. de, & Omar, R. Z. (2016). Review and 

evaluation of penalised regression methods for risk prediction in low-dimensional data 

with few events. Statistics in Medicine, 35(7), 1159–1177. 

https://doi.org/10.1002/sim.6782 

R Core Team. (2021). R: A language and environment for statistical computing. R 

Foundation for Statistical Computing. http://www.R-project.org/  

Rosenbaum, P. R., & Rubin, D. B. (1983). The central role of the propensity score in 

observational studies for causal effects. Biometrika, 70(1), 41–55. 

https://doi.org/10.1093/biomet/70.1.41 

Shalom, J. G., & Aderka, I. M. (2020). A meta-analysis of sudden gains in psychotherapy: 

Outcome and moderators. Clinical Psychology Review, 76, 101827. 

https://doi.org/10.1016/j.cpr.2020.101827 

Stekhoven, D. J., & Bühlmann, P. (2012). Missforest—non-parametric missing value 

imputation for mixed-type data. Bioinformatics (Oxford, England), 28(1), 112–118. 

https://doi.org/10.1093/bioinformatics/btr597 

Stiles, W. B., Barkham, M., Connell, J., & Mellor-Clark, J. (2008). Responsive regulation of 

treatment duration in routine practice in United Kingdom primary care settings: 

Replication in a larger sample. Journal of Consulting and Clinical Psychology, 76(2), 

298–305. https://doi.org/10.1037/0022-006X.76.2.298 



 Original Publications                                                                                                             159  

Stiles, W. B., Leach, C., Barkham, M., Lucock, M., Iveson, S., Shapiro, D. A., Iveson, M., & 

Hardy, G. E. (2003). Early sudden gains in psychotherapy under routine clinic 

conditions: Practice-based evidence. Journal of Consulting and Clinical Psychology, 

71(1), 14–21. https://doi.org/10.1037/0022-006X.71.1.14 

Stuart, E. A., Rubin, D. B., & Osborne, J. (2004). Matching methods for causal inference: 

Designing observational studies. Harvard University Department of Statistics Mimeo. 

Tang, T. Z., & DeRubeis, R. J. (1999). Sudden gains and critical sessions in cognitive-

behavioral therapy for depression. Journal of Consulting and Clinical Psychology, 

67(6), 894–904. https://doi.org/10.1037/0022-006X.67.6.894 

Tang, T. Z., DeRubeis, R. J., Beberman, R., & Pham, T. (2005). Cognitive changes, critical 

sessions, and sudden gains in cognitive-behavioral therapy for depression. Journal of 

Consulting and Clinical Psychology, 73(1), 168–172. https://doi.org/10.1037/0022-

006X.73.1.168 

Tang, T. Z., Luborsky, L., & Andrusyna, T. (2002). Sudden gains in recovering from 

depression: Are they also found in psychotherapies other than cognitive-behavioral 

therapy? Journal of Consulting and Clinical Psychology, 70(2), 444–447. 

https://doi.org/10.1037//0022-006X.70.2.444 

Tibshirani, R. (1996). Regression Shrinkage and Selection Via the Lasso. Journal of the Royal 

Statistical Society: Series B (Methodological), 58(1), 267–288. 

https://doi.org/10.1111/j.2517-6161.1996.tb02080.x 

van Buuren, S. (2018). Flexible imputation of missing data. CRC press.  

van Buuren, S. (2021). Multivariate Imputation by Chained Equations. R package version 

3.14.0.  

Vittengl, J. R., Clark, L. A., & Jarrett, R. B. (2005). Validity of sudden gains in acute phase 

treatment of depression. Journal of Consulting and Clinical Psychology, 73(1), 173–

182. https://doi.org/10.1037/0022-006X.73.1.173 

Waljee, A. K., Mukherjee, A., Singal, A. G., Zhang, Y., Warren, J., Balis, U., Marrero, J., 

Zhu, J., & Higgins, P. (2013). Comparison of imputation methods for missing 

laboratory data in medicine. BMJ Open, 3(8). https://doi.org/10.1136/bmjopen-2013-

002847 

West, S. G., Cham, H., Thoemmes, F., Renneberg, B., Schulze, J., & Weiler, M. (2014). 

Propensity scores as a basis for equating groups: Basic principles and application in 

clinical treatment outcome research. Journal of Consulting and Clinical Psychology, 

82(5), 906–919. https://doi.org/10.1037/a0036387 



 Original Publications                                                                                                             160  

Wiedemann, M., Stott, R., Nickless, A., Beierl, E. T., Wild, J., Warnock-Parkes, E., Grey, N., 

Clark, D. M., & Ehlers, A. (2020). Cognitive processes associated with sudden gains 

in cognitive therapy for posttraumatic stress disorder in routine care. Journal of 

Consulting and Clinical Psychology, 88(5), 455. 

Wittchen, H.-U., Wunderlich, U., Gruschwitz, S., & Zaudig, M. (1997). SKID I. 

Strukturiertes Klinisches Interview für DSM-IV. Achse I: Psychische Störungen. 

Interviewheft und Beurteilungsheft. Eine deutschsprachige, erweiterte Bearb. d. 

amerikanischen Originalversion des SKID I. 

Wucherpfennig, F., Rubel, J. A., Hofmann, S. G., & Lutz, W. (2017). Processes of change 

after a sudden gain and relation to treatment outcome-Evidence for an upward spiral. 

Journal of Consulting and Clinical Psychology, 85(12), 1199–1210. 

https://doi.org/10.1037/ccp0000263 

Wucherpfennig, F., Rubel, J. A., Hollon, S. D., & Lutz, W. (2017). Sudden gains in routine 

care cognitive behavioral therapy for depression: A replication with extensions. 

Behaviour Research and Therapy, 89, 24–32. 

https://doi.org/10.1016/j.brat.2016.11.003 

Zilcha-Mano, S., Errázuriz, P., Yaffe-Herbst, L., German, R. E., & DeRubeis, R. J. (2019). 

Are there any robust predictors of “sudden gainers,” and how is sustained 

improvement in treatment outcome achieved following a gain? Journal of Consulting 

and Clinical Psychology, 87(6), 491–500. https://doi.org/10.1037/ccp0000401 

Zou, H., & Hastie, T. (2005). Regularization and variable selection via the elastic net. Journal 

of the Royal Statistical Society: Series B (Statistical Methodology), 67(2), 301–320. 

 

 

 

 

 

 

 

 

 

 

 



 

Eidesstattliche Erklärung  

Ich versichere, dass ich meine Dissertation ohne Hilfe Dritter und ohne Benutzung anderer als 

der angegebenen Quellen und Hilfsmittel angefertigt und die den benutzten Quellen wörtlich 

oder inhaltlich entnommenen Stellen als solche kenntlich gemacht habe. Diese Arbeit hat in 

gleicher oder ähnlicher Form noch keiner Prüfungsbehörde vorgelegen. 

 

 

Trier, den 21 April 2023 

 

 

Nachname: Bennemann   Vorname: Björn 

 

 

Unterschrift: _________________________ 

 


