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1 Introduction

The quantization problem of a Radon random variable X on a Banach space
(E, ‖·‖), which satisfies E‖X‖p ≤ ∞ for some p ∈ [1,∞), consists for N ∈ N in
solving the optimization problem

inf

{(
E min

a∈α
‖X − a‖p

)1/p

: α ⊂ E, |α| ≤ N

}
, (1.1)

i.e. we are searching for those N elements in E which give the best approximation
to the random variable X in the average sense.

In other words, a quantizer α ⊂ E with |α| ≤ N which is a solution to (1.1)
provides an optimal discretization of the random variable X on E. Therefore, let
Ca(α) denote a Borel partition of E which satisfies

Ca(α) ⊂
{
x ∈ E : ‖x− a‖ = min

b∈α
‖x− b‖

}
. (1.2)

Then
X̂ :=

∑
a∈α

a1Ca(α)(X) (1.3)

defines a random variable, which is the best approximation to X taking only N
values in E.

This problem has its origin in the field of signal processing of the late 40s,
when, with the invention of Pulse-Code-Modulation techniques (PCM), there was
need for an optimal strategy to transform a continuous signal into a discrete one,
from which, moreover, the original signal could be reconstructed at a given error
level.

A very comprehensive survey of the historical development of quantization in
the engineering world is given in [GN98].

Since these continuous signals were modeled by probability distributions on
Rd, the abstract quantization problem of finding an optimal discretization for
a random variable X found its way very quickly into mathematical literature.
This process culminated in the publication of [GL00], which is still the standard
reference for finite dimensional quantization.

Shortly afterwards, the establishment of a sharp asymptotic formula in [LP02]
for the quantization of Gaussian processes on Hilbert spaces turned over a new
leaf in quantization theory. In fact, the quantization of infinite dimensional ran-
dom variables was highly investigated throughout the last years and this thesis
is also located within this area of research.

Among many other applications, the use of quantization as a cubature for-
mula, which is especially tailored to the distribution of the random variable X,
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became a promising tool in various fields of mathematical finance (cf. e.g. [PP03],
[PPP04] or [PP05]).

Indeed, let α ⊂ E with |α| ≤ N be a quantizer for X and denote by Ca(α)
the Voronoi-partition from (1.2). Then, if F : E → R is a measurable functional,
we get a cubature formula for the expectation EF (X) by means of the weighted
sum ∑

a∈α

P(X ∈ Ca(α))F (a). (1.4)

As a matter of fact, the optimal quantization error (1.1) for p = 1 provides a worst
case error bound for numerical integration on the class of Lipschitz continuous
functionals, i.e. let Lip1 denote the set of all Lipschitz continuous functionals on
E with Lipschitz constant ≤ 1. Then one may show (see e.g. [CDMGR08]) that
we have for some α ⊂ E with |α| ≤ N and any cubature formula SX

α (F ) which
evaluates the functional F only at the points a ∈ α

E min
a∈α

‖X − a‖ ≤ sup
F∈Lip1

∣∣EF (X)− SX
α (F )

∣∣.
Moreover, equality holds iff SX

α is the cubature formula from (1.4).
Thus, choosing α as solution to the quantization problem (1.1) for p = 1, we

arrive by means of formula (1.4) at a cubature formula, which is optimal in the
worst case setting for integration on the class of Lipschitz continuous functionals.

A similar assertion holds in the case p = 2, if we additionally assume that F
is continuously differentiable with 1-Lipschitz derivative (cf. [Pag08]). In that
case, the left-hand side of the lower bound reads E mina∈α‖X − a‖2.

Motivated by these applications and their demand for “good” solutions to
quantization problem (1.1), we focus in this thesis on the constructive approaches
to find (at least asymptotically) optimal solutions to the quantization problem
for centered Gaussian random variables X with values in a Banach space.

The expression “constructive” needs to be explained a little more in detail.
In this work, the term “constructive” refers to a method which can be imple-
mented by computer algorithms. In particular, this means that all the infinite
dimensional problems are reduced to finite dimensional ones on some ldq -spaces.

After some preliminary facts and definitions in section 2, we present in section
3 the known results for constructive quantization of Gaussian measures on Banach
spaces.

This particularly includes the case of Gaussian X on Hilbert spaces, where
the expansion of X in a basis consisting of the eigenvectors of the covariance
operator is optimal to reduce the infinite dimensional quantization problem to
finite dimensional ones in a constructive manner (cf. [LP02]).

Moreover, it is known from [LP08] that for mean regular processes with paths
in some Lq([0, 1], dt)-spaces for 1 ≤ q < ∞, an expansion in the Haar basis
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provides the proper method to construct asymptotically optimal quantizers in
many cases.

Solely the case q = ∞, that is if we consider a Gaussian process with, e.g.,
continuous paths as random variable on the Banach space (C[0, 1], ‖·‖∞), seems
to be different. In fact, the so far developed approaches, which are only based on
linear series expansion of X, failed to achieve the optimal rate of the quantization
error for N →∞ (cf. [LP07]).

The only matching asymptotics for this case are based on a non-constructive
relation to the Small Ball Probability-Function of X (see [DFMS03]) or assume
the existence of some non-constructive infinite dimensional quantizers ([DS06]).

Nevertheless, in section 4, we will be able to derive a constructive upper bound
for the quantization error of Gaussian X on (C[0, 1], ‖·‖∞), which circumvents
the problems that arise when transferring the methods from the case q < ∞ to
q = ∞ by introducing a non-linear expansion of X. The reason for this different
proceeding is actually deeply rooted in Banach space geometry and may cause a
different approximation rate for linear and non-linear expansions in non B-convex
Banach spaces. This is especially the case for q = ∞.

As a matter of fact, this non-linear transformation is based on a spline ap-
proximation of X and enables us to relate the quantization error of X to the
smoothness of its covariance function by means of a constructive upper bound.

Moreover, this new upper bound can reproduce rates of any order, which in
a way also generalizes the results for the Haar basis in the case q <∞.

Finally, in section 6, we present some numerical results for quantizers of the
Brownian Motion as random variable on (C[0, 1], ‖·‖∞), which are constructed
from a new Quantization scheme introduced in section 5.

Acknowledgments. I would like to express my sincerest gratitude to Prof. Dr.
Harald Luschgy and Prof. Dr. Gilles Pagès for their great support, guidance and
interest in my work throughout the last years. They offered me the opportunity
to spend several months at the Laboratoire de Probabilités et Modèles Aléatoires
at Paris and to benefit from the stimulating atmosphere at that institute, which
finally enabled the breakthrough of this thesis.

Moreover, I would like to thank Prof. Dr. Wolfgang Sendler for offering me a
position at the University of Trier. It was a pleasure to work as his assistant.

Last but not least, I would like to express my gratitude to Dr. Anja Leist for
proofreading and her caring and encouraging support during the completion of
this work.
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2 Preliminaries

2.1 Gaussian Measures

Let X be a Borel-measurable random variable on an abstract probability space
(Ω,A,P) with values in a Banach space (E, ‖·‖), that is X is measurable with
respect to the σ-field generated by the open sets in E. Then, for every ϕ ∈ E∗,
where E∗ denotes the topological dual of E, the linear action of ϕ on X, which
will be written as (ϕ,X), is a Borel random variable with values in R.

The random variable X is called Gaussian, iff for every ϕ ∈ E∗

(ϕ,X)

is normally distributed on (R,B(R)) or follows a Dirac distribution, that is either

P ((ϕ,X) ≤ x) =
1

σ
√

2π

∫ x

−∞
exp

(
−(y − µ)2

2σ2

)
dy

for some µ ∈ R and σ > 0 or

(ϕ,X)
d
= δµ.

Moreover X is called centered, iff µ = 0 for all ϕ ∈ E∗.

In the sequel, we will focus only on Radon random variables. On Banach
spaces this is equivalent to X being tight, i.e. for every ε > 0, there exists a
compact set K ⊂ E, such that

P(X ∈ K) ≥ 1− ε.

This in turn implies that X is concentrated with probability one on some sepa-
rable and closed subspace of E and we may assume from now on unless stated
otherwise that the underlying Banach space E is separable. In the latter case,
any Borel random variable on E is in fact Radon.

Note furthermore, that this restriction is in our context quite necessary, be-
cause only for Radon random variables the quantization error is well-behaved,
i.e. it decreases asymptotically to zero (c.f. [Cre01], Prop 2.8.2).

By a theorem of Fernique, a Gaussian random variable has finite moments of
any order and these moments are more or less equivalent. Indeed, if we define
the p-norm of X as

‖X‖p := (E‖X‖p)1/p ,

the following is known:

Proposition 2.1. ([LT91], Cor 3.2) Let p, q ∈ (0,∞). Then there is a constant
Cp,q > 0, such that for any Gaussian random variable X it holds that

C−1
p,q‖X‖p ≤ ‖X‖q ≤ Cp,q‖X‖p.
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In accordance with the above definition of the p-norm, we denote the Banach
space of all Bochner-integrable Radon random variables on E by

Lp(E) := Lp(Ω,A,P;E) := {Y : (Ω,A) → (E,B(E)) Radon with ‖X‖p <∞}.

In the case E = R we also will sometimes omit the space E in the above notation.

A centered Gaussian X is uniquely determined by its covariance operator

CX : E∗ → E, ϕ 7→ E(ϕ,X)X,

where the Banach space-valued integral E(ϕ,X)X is supposed to be of Bochner-
type. Nevertheless, since one may assume that E is separable, it coincides with
the Pettis-Integral, which is uniquely characterized through the identity

(λ,E(ϕ,X)X) = E(ϕ,X)(λ,X) (2.1)

for every λ ∈ E∗.
If we also denote by ‖·‖ the usual operator norm, we may conclude that CX

is bounded, since we estimate

‖CX‖ = sup {‖CXλ‖ : λ ∈ E∗, ‖λ‖ ≤ 1}
= sup {|E(ϕ,X)(λ,X)| : λ, ϕ ∈ E∗ with ‖λ‖, ‖ϕ‖ ≤ 1}
≤E‖X‖2

and due to the finiteness of Gaussian moments. Hence, CX : E∗ → E is a linear
and continuous operator, which we denote by CX ∈ L(E∗, E).

Closely related to the covariance operator of a centered Gaussian is a densely
in the support of X embedded Hilbert space

HX := {h ∈ E : ‖h‖HX
<∞}

with
‖h‖HX

:= sup
{
|(ϕ, h)| : ϕ ∈ E∗ with Eϕ(X)2 ≤ 1

}
,

which is called Cameron-Martin space.

Let E∗
X := {ϕ ∈ E∗}

L2(PX)
denote the closure of E∗ in L2(PX). Then E∗

X is a
Hilbert space equipped with the inner product from L2(PX).

Note that on this space E∗
X , the operator C̃Xg = E(g,X)X is also well-

defined and establishes an isometric isomorphism between E∗
X and HX . Indeed,

if ‖h‖HX
<∞, then

Ĥh : E∗ → R, ϕ 7→ ϕ(h)

can be extended to a bounded linear functional on E∗
X and by the Riesz theorem,

we get the existence of a g ∈ E∗
X , such that

ϕ(h) = 〈ϕ, g〉L2(PX) ∀ϕ ∈ E∗,
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where 〈·, ·〉L2(PX) denotes the inner product in L2(PX). Thus, h = C̃Xg by (2.1)

and C̃X is surjective.
Conversely, for each g ∈ E∗

X we may conclude

‖C̃Xg‖HX
= sup

{
|(ϕ, C̃Xg)| : ϕ ∈ E∗, Eϕ(X)2 ≤ 1

}
= sup

{
|〈ϕ, g〉L2(PX)| : ϕ ∈ E∗

X , ‖ϕ(X)‖L2(PX) ≤ 1
}

= ‖g‖L2(PX) <∞,

which implies the fact that C̃X defines an isometric isomorphism.
Consequently, the inner product on HX is given by

〈h1, h2〉HX
= 〈g1, g2〉L2(PX), h1, h2 ∈ HX

with g1, g2 ∈ E∗
X uniquely determined by the relation

(ϕ, hi) = 〈ϕ, gi〉L2(PX) ∀ϕ ∈ E∗

and i = 1, 2.

To summarize the situation, we may draw the following diagram

E∗ ⊂ E∗
X
∼= HX ⊂ E,

where the inclusion maps are continuous and the isomorphism between E∗
X and

HX is given by C̃X . This way, we easily get a factorization of CX through a
Hilbert space, which will serve as a useful tool for the later analysis. For example
we may set

S : E∗
X → E, g 7→ C̃Xg.

Thus, its adjoint S∗ : E∗ → E∗
X is simply the inclusion map and we arrive at

CX = SS∗,

since CX and C̃X coincide on E∗.
If furthermore (ξ)n∈N denotes a sequence of i.i.d. standard normals on R and

(en)n∈N is an orthonormal basis of the Hilbert space E∗
X , then∑

n∈N

ξn Sen

converges a.s. in E and it holds

X
d
=
∑
n∈N

ξnSen.
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Moreover, we verify

‖CX‖ ≤ ‖S‖‖S∗‖ = ‖S∗‖2

= sup
{
‖ϕ‖2

L2(PX) : ϕ ∈ E∗, ‖ϕ‖E∗ ≤ 1
}

= sup
{
Eϕ(X)2 : ϕ ∈ E∗, ‖ϕ‖E∗ ≤ 1

}
≤ sup {|Eλ(X)ϕ(X)| : λ, ϕ ∈ E∗, ‖λ‖, ‖ϕ‖ ≤ 1}
= sup {‖CXϕ‖E : ϕ ∈ E∗, ‖ϕ‖ ≤ 1}
= ‖CX‖,

(2.2)

which implies
‖CX‖1/2 = ‖S‖ = ‖S∗‖. (2.3)

Note that due to the canonical isomorphism between separable Hilbert spaces,
this factorization is valid for any separable Hilbert space. For more details on
this topic, see e.g. [Bog98] or [VTC87].

If we consider a centered Gaussian X with values in a separable Hilbert space
H, then we may regard due to Riesz Theorem CX as operator on H, i.e. CX :
H → H. This operator is self-adjoint and compact, thus by the Hilbert-Schmidt
Theorem, there is a orthonormal basis of H consisting of eigenvectors of CX .
We will see later on that this orthonormal basis plays an important role in the
Quantization of Gaussian measure on Hilbert spaces.

2.2 Tensor products on Banach spaces

Let E and F be Banach spaces. For xi ∈ E and yi ∈ F , we associate the formal
expression

n∑
i=1

xi ⊗ yi (2.4)

for some n ∈ N, with an operator A : E∗ → F ,

Aϕ =
n∑

i=1

ϕ(xi) · yi.

On the set of formal expressions of type (2.4), we introduce an equivalence
relation

n∑
i=1

xi ⊗ yi ∼
n∑

i=1

ai ⊗ bi,

iff these two formal expressions refer to the same operator A : E∗ → F .
The set of all these equivalence classes is denoted by E ⊗ F , whereas in

the following, we may identify a formal expression
∑n

i=1 xi ⊗ yi, with the whole
equivalence class generated by

∑n
i=1 xi ⊗ yi, similar to the treatment of some

function f as representative for its equivalence class in Lp.
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The space E⊗F , equipped with the scalar multiplication and addition defined
on the associated operator A, is a vector space, which is called algebraic tensor
product.

In addition, there exist various possible topologies on E ⊗ F , which can be
constructed from the underlying topologies on E resp. F .

For example, we can define a norm on E⊗F by assigning to
∑n

i=1 xi⊗ yi the
operator norm of the associated operator from E∗ to F , i.e.

λ

(
n∑

i=1

xi ⊗ yi

)
:=

∥∥∥∥ n∑
i=1

xi ⊗ yi

∥∥∥∥
λ

:= sup

{∥∥∥∥ n∑
i=1

ϕ(xi)yi

∥∥∥∥ : ϕ ∈ E∗, ‖ϕ‖ ≤ 1

}
.

Moreover, for the dyad x⊗ y we have

λ(x⊗ y) = sup {‖ϕ(x)y‖ : ϕ ∈ E∗, ‖ϕ‖ ≤ 1}
= sup {|ϕ(x)| ‖y‖ : ϕ ∈ E∗, ‖ϕ‖ ≤ 1}
= ‖x‖‖y‖.

Motivated by this observation, any norm α on E ⊗ F , which satisfies

α(x⊗ y) = ‖x‖‖y‖

is called a crossnorm.
Furthermore, it is possible to define a linear form on E ⊗ F by(

n∑
i=1

ϕi ⊗ ψi

)(
m∑

j=1

xj ⊗ yj

)
=

n∑
i=1

m∑
j=1

ϕi(xj)ψi(yj).

We then say that α is a reasonable norm on E ⊗ F , iff for every ϕ ∈ E∗ and
ψ ∈ F ∗ the linear form ϕ⊗ ψ is bounded on (E ⊗ F, α) with norm ‖ϕ‖‖ψ‖.

For example, the above defined norm λ is a reasonable norm. Moreover, it
can be shown that λ is the least reasonable crossnorm, i.e. it satisfies

λ(z) ≤ α(z), z ∈ E ⊗ F

for all reasonable crossnorms α on E ⊗ F .
The dual norm to λ is defined as

γ(z) := inf

{
n∑

i=1

‖xi‖‖yi‖ : xi ∈ E, yi ∈ F, z =
n∑

i=1

xi ⊗ yi

}
,

which is the greatest reasonable crossnorm on E ⊗ F .
In general, the algebraic tensor product spaces are not complete with respect

to a given reasonable crossnorm α. We will therefore denote the completion of
E ⊗ F with respect to α by

E ⊗α F.
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In this way, we are able to realize classical spaces as tensor products of more
elementary ones, where the equality stands up to an isometric isomorphism.

Let K be any compact Hausdorff space and F an arbitrary Banach space.
Then we will write

C(K,F )

for the space of all continuous functions from K to F equipped with the norm

‖f‖∞ := sup
s∈K

‖f(s)‖F .

and obtain this way
C(K)⊗λ F ∼= C(K,F ).

Indeed, we may associate each

u =
n∑

i=1

xi ⊗ yi

in C(K)⊗ F with an element fz in C(K,F ) by

fz(s) =
n∑

i=1

xi(s)yi.

Using

λ(z) = sup

{∥∥∥∥ n∑
i=1

ϕ(yi)xi

∥∥∥∥
E

: ϕ ∈ F ∗, ‖ϕ‖ ≤ 1

}

= sup
ϕ

sup
s∈K

∣∣ n∑
i=1

ϕ(yi)xi(s)
∣∣

= sup
s

sup
ϕ

∣∣ϕ( n∑
i=1

xi(s)yi

)∣∣
= sup

s
‖fz‖F = ‖fz‖∞

(2.5)

the linear map z 7→ fz defines an isometric isomorphism between C(K)⊗ F and
C(K,F ), which clearly extends to C(K)⊗λ F .

Hence, it remains to show that the image of C(K) ⊗ F under this map is
dense in C(K,F ). But this can be easily accomplished by a partition of unity
and the compactness of K.

If we especially choose F := C(K ′), we may identify each f ∈ C(K × K ′)
with a f̃ ∈ C(K,C(K ′)), for which it holds f̃(s) = fs , where fs is the section of
f defined by fs(t) = f(s, t).

Consequently, we may get the following proposition
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Proposition 2.2. Let K,K ′ be compact Hausdorff spaces. Then, it holds with
isometric isomorphisms

C(K)⊗λ C(K ′) ∼= C(K,C(K ′)) ∼= C(K ×K ′).

More details on tensor products can be found, e.g., in [DF93] or [LC85].

2.3 Spline interpolation and approximation

Let T := (ti)1≤i≤n be an increasing knot-sequence in (a, b) ⊂ R, i.e.

a < t1 ≤ . . . ≤ tn < b

and r ∈ N. A function S on R is called a spline of order r with breakpoints T , iff
on each interval (ti, ti+1) and (−∞, t1), (tn,∞) it is a polynomial of degree < r
and at least on one of them of exact degree r − 1.

Moreover, S is assumed to have continuous derivatives of order < r−ki, where
ki denotes the multiplicity of the breakpoint ti in T , which is supposed to be ≤ r,
and an order < 0 means a possible discontinuity of S in ti.

In the latter case, the spline may not be defined in ti. We then decide for the
càdlàg-version and set S(ti) := S(ti+).

Hence, a spline is a piecewise polynomial function and the splines of order
r = 1 with simple knots are just the step functions, whereas the ones of order
r = 2 are broken lines.

The set of all spline functions of order r with breakpoints T restricted to [a, b]
is called Schoenberg space and denoted by Sr

T := Sr
T ([a, b]).

If we introduce auxiliary knots

t−r+1 ≤ . . . ≤ t0 = a and b = tn+1 ≤ . . . ≤ tn+r

we may define for
Λ := {−r + 1, . . . , n}

the B-spline function

Nj(x) := N(x; tj, . . . , tj+r) := (tj+r − tj)[tj, . . . , tj+r](· − x)r−1
+ , j ∈ Λ,

where the truncated powers xk
+ are defined as

xk
+ :=

{
xk x ≥ 0

0 x < 0
,

and the n-th divided difference of f is given by

[x0, . . . , xn]f := An,
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with An the coefficient of xn in the Hermitian interpolation polynomial of f at
points x0, . . . , xn.

Note that xk
+ is not uniquely defined for x = 0 and k = 0. In fact, any

choice which preserves the normalization (2.7) of the B-Spline functionsNj within
the possible discontinuities would be admissible, so we decide once more for the
càdlàg-version complemented by a possible left-side limit in the boundary point
b.

If the knots tj are all simple, i.e. tj < tj+1 for all 1 ≤ j ≤ n, there is a nice
recurrence formula for the B-spline functions, which writes

N(x; t0, t1) = (t1 − x)0
+ − (t0 − x)0

+ = 1[t0,t1)(x)

N(x; t0, . . . , tr) =
x− t0
tr−1 − t0

N(x; t0, . . . , tr−1) +
tr − x

tr − t1
N(x; t1, . . . , tr)

(2.6)

(see e.g. [DL93], Chapter 4 for more details on it).
These Nj are normalized such that they perform a partition of unity on [a, b],

i.e. ∑
j∈Λ

Nj(x) = 1, x ∈ [a, b] (2.7)

and have support [tj, tj+r], which is the smallest possible support for a spline
function in Sr

T (c.f. [DL93], Ch.5, §3).
As a consequence of (2.6), the B-spline functions Nj with simple knots tj, j ∈

{−r + 1, . . . , n + r} of order r = 1 are indicator functions on (tj, tj+1] and for
r = 2 we arrive at overlapping tent-functions with spike at tj+1.
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Figure 2.1: B-Splines Nj of order r = 2, 3 for the knot sequence tj = j/4, j ∈
{−r + 1, . . . , 3 + r}.

An important result of Curry-Schoenberg ([CS66]) states that (Nj)j∈Λ forms
a basis of Sr

T , where the coefficients of this representation are given by the de
Boor-Fix functionals cj.
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These are defined for j ∈ Λ as

cj(S) :=
r−1∑
ν=0

(−1)νg
(r−ν−1)
j,r (ξj)S

(ν)(ξj), S ∈ Sr
T , (2.8)

where ξj are arbitrary points from (tj, tj+r) ∩ [a, b] and

gj,1 ≡ 1, gj,r(x) =
1

(r − 1)!
(x− tj+1) · · · (x− tj+r−1), r ≥ 2.

Note that the derivative S(ν) may not exist in some breakpoints tj < ti < tj+1

for r − ki ≤ ν ≤ r − 1. But then ti is a root of gj,r of order ki and we get

g
(r−ν−1)
j,r (ti) = 0. Hence (2.8) is well defined.

In fact, the cj’s are independent of the choice of the ξj’s, i.e. we have

Theorem 2.3. ([dBF73], c.f. [DL93], Ch.5, Thm 3.2)
Each S ∈ Sr

T can be uniquely written as a B-spline series

S(x) =
∑
j∈Λ

cj(S)Nj(x), x ∈ [a, b]. (2.9)

So we might choose ξ1
j := (tj + tj+1)/2 for r = 1 and ξ2

j := tj+1 in the case
r = 2 and arrive at

cj(S) =

{
S
(
(tj + tj+1)/2

)
r = 1

S(tj+1) r = 2
. (2.10)

Furthermore, the de Boor-Fix functionals, which map a spline function S from
Lq := Lq([a, b], dt) into the sequence spaces lq for 1 ≤ q ≤ ∞ , are bounded from
below and above in the following way:

Proposition 2.4. ([DL93], Ch.5, Thm 4.2)
There is a constant Dr > 0, such that for each spline S =

∑
j∈Λ cj(S)Nj and

each 1 ≤ q ≤ ∞
Dr‖c′‖lq ≤ ‖S‖Lq ≤ ‖c′‖lq ,

where c′ :=
(
(

tj+r−tj
r

)1/q cj(S)
)

j∈Λ
.

If we examine the case q = ∞ a little bit more in detail, we recognize that
the functionals cj are uniformly bounded by a constant, which is independent of
the knot sequence T , i.e.

|cj(S)| ≤ D−1
r ‖S‖∞ (2.11)

for every knot sequence T , each spline S ∈ Sr
T and linear functionals cj with

S =
∑

j∈Λ cj(S)Nj.
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Since each Schoenberg space Sr
T is a subspace of the Banach space

D([a, b]) := {f : [a, b] → R, f is càdlàg}

equipped with the ‖·‖∞-norm, there exists by the Hahn-Banach Theorem for
each cj ∈ (Sr

T )∗ an extension γj to D([a, b]), which is in the same way uniformly
bounded as the cj in (2.11).

Therefore, we define the Quasi-Interpolant QT as projection from D([a, b]) to
Sr

T by

QT (f) :=
∑
j∈Λ

(γj, f)Nj. (2.12)

This linear operator is again bounded by the same general constant, which is
independent of the knot sequence T , i.e.

‖QT (f)‖∞ =
∥∥∥∑

j∈Λ

(γj, f)Nj

∥∥∥
∞

≤ max
j∈Λ

|(γj, f)|
∥∥∥∑

j∈Λ

Nj

∥∥∥
∞

≤ D−1
r ‖f‖∞,

since the Nj’s are non-negative and form a partition of unity.
Note that these results clearly remain unaffected if we restrict QT to the sub-

space C([a, b]) of D([a, b]).

For q < ∞, it is possible to derive the same result with γj being the Hahn-
Banach Extension to L1([a, b], dt). We thus may state:

Proposition 2.5. ([DL93], Ch.5, Thm 4.4)
For some constant Cr, each Schoenberg space Sr

T and each f ∈ Lq([a, b], dt)
with 1 ≤ q <∞ resp. f ∈ C([a, b]) for q = ∞, it holds true that

‖QT (f)‖Lq ≤ Cr‖f‖Lq .

This estimate is the main tool in the proof of the following upper bound for
the approximation power of Quasi-Interpolants.

Theorem 2.6. ([DL93], Ch.7 Thm 7.3)
For a Quasi-Interpolant QT of order r and each f ∈ Lq([a, b], dt), 1 ≤ q <

∞, f ∈ C([a, b]), q = ∞, one has with δ := max0≤j≤n(tj+1 − tj)

‖f −QTf‖Lq ≤ Crwr(f, δ)q,

for a constant Cr > 0 depending only on r.



2 PRELIMINARIES 15

Here wr(f, δ)q stands for the modulus of smoothness of f , which we introduce
in the sequel.

For h ∈ R let Th denote the translation operator, i.e. Thf = f(· + h) and
define the finite difference operator of order r with r ∈ N as the polynomial

∆r
h := (Th − I)r,

where I is the identity operator.
Applying the binomial theorem, we get with (Th)

k = Tkh the identity

∆r
hf =

r∑
k=0

(
r

k

)
(−1)r−kf(·+ kh).

We then define the r-th modulus of smoothness for f ∈ Lq([a, b], dt), 1 ≤ q <
∞ and f ∈ C([a, b]), q = ∞ as

wr(f, t)q := sup
0<h≤t

‖∆r
hf‖Lq .

Note that f is defined on [a, b], whereas ∆r
hf is defined only on [a, b − rh],

hence ‖·‖Lq should be restricted to [a, b−rh]. Nevertheless, we will abuse notation
and denote it as above.

The modulus of smoothness obeys the following algebraic properties:

Proposition 2.7. (c.f. [DL93], Ch.2, §7)
Let f, g ∈ Lq([a, b], dt), 1 ≤ q < ∞ or f ∈ C([a, b]) for q = ∞ and r, k ∈ N.

Then

(i) wr(f, t)q <∞ ∀t ∈ R+,

(ii) wr(f, t)q → 0 as t→ 0,

(iii) wr(f + g, t)q ≤ wr(f, t)q + wr(g, t)q,

(iv) wr+k(f, t)q ≤ 2kwr(f, t)q,

(v) wr(f, λt)q ≤ (1 + λ)rwr(f, t)q, λ > 0,

(vi) wr+k(f, t)q ≤ trwk(f
(r), t)q, f ∈ Cr([a, b]).

Analogously to the one dimensional case, we define the bivariate differences
operator as

∆r1,r2

(h1,h2) :=
(
T(h1,0) − I

)r1
(
T(0,h2) − I

)r2 .
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In the case r1 = r2, we will also write ∆r
(h1,h2) := ∆r,r

(h1,h2). Consequently, the

bivariate modulus of smoothness for a function Γ ∈ Lq([a, b]2, dt), 1 ≤ q < ∞ or
Γ ∈ C([a, b]2), q = ∞ now reads

wr1,r2(Γ, t)q := sup
0<h1,h2≤t

‖∆r1,r2

(h1,h2)Γ‖Lq .

This modulus of smoothness has similar properties than its one dimensional coun-
terpart. We only state here the following important relation:

Proposition 2.8. ([Sch81], Thm 13.23)
For r ∈ N0 let Γ ∈ Cr,r([a, b]2) and ri, ki ∈ N0 with ri ≤ r, i = 1, 2. Then, it

holds for t > 0

wk1+r1,k2+r2(Γ, t)q ≤ Ctr1r2 wk1,k2(Γ
(r1,r2), t)q.

with some constant C > 0 and Γ(r1,r2) := ∂Γ/∂r1∂r2 denoting the partial deriva-
tive.

2.4 Additional notations and conventions

Since we will later on characterize in detail the rate of sequences converging to
zero, we introduce the following notions:

Let (an)n∈N, (bn)n∈N ∈ RN
+ be two null sequences. We say that an has the same

sharp asymptotics as bn, iff limn→∞ an/bn = 1 and denote it by an ∼ bn.
In case of the weak asymptotics, where we cannot say anything about the

existence of the above limit nor the constant it reaches and only may ensure that
lim infn→∞ an/bn or lim supn→∞ an/bn are positive reals, we employ the notion
an � bn, iff there is a constant C > 0 with an ≤ C · bn for all n ∈ N. Conversely,
an � bn stands for bn � an and we denote an � bn � an by an � bn.

Generally, we will denote constants by the letter c and C and additional indices
may state a dependence on the indicated variables. Moreover, the constants may
change from line to line.

In addition, we define the ceiling function as dxe := min{z ∈ Z : z ≥ x}.
As already introduced, we denote by C([a, b]) the set of continuous functions

f : [a, b] → R, which is a Banach space equipped with the Sup-Norm

‖f‖∞ := sup
x∈[a,b]

|f(x)|.

Furthermore, we write for some r ∈ N0

Cr([a, b]) :=
{
f : [a, b] → R : f (r) ∈ C([a, b])

}
for the set of r-times continuously differentiable functions and Cr,r([a, b]2) refers
to the two dimensional r-times continuously differentiable functions on [a, b]2.
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The classical Lebesgue-space for 1 ≤ q ≤ ∞ on [a, b] are denoted by Lq :=
Lq([a, b], dt) and consists of all measurable functions f : [a, b] → R with finite
norm

‖f‖Lq :=


(

b∫
a

|f |qdλ
)1/q

, 1 ≤ q <∞

λ-ess-sup|f |, q = ∞.

Regarding sequences spaces on R, we define for 1 ≤ q ≤ ∞

lq :=
{
ξ ∈ RN : ‖ξ‖lq <∞

}
with

‖ξ‖lq :=

{(∑
n≥1|ξn|q

)1/q
, 1 ≤ q <∞

supn∈N|ξn|, q = ∞,

whereas c0 refers to the set of all null sequences, i.e.

c0 :=
{
ξ ∈ RN : lim

n→∞
|ξn| = 0

}
.

Finally, we write

c00 :=
{
ξ ∈ RN : ξn 6= 0 for only finite many n

}
for all finite sequences.
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3 Optimal Quantization

Having introduced some notations and basic facts, we now formulate the funda-
mental approximation problem, with which we deal in this work.

3.1 Definitions and problem description

Definition 3.1. Let 1 ≤ p <∞ and X ∈ Lp(E) be a Radon random vector with
values in a general Banach space E.

A set α ⊂ E with |α| ≤ N for N ∈ N is called N-quantizer and induces for
the random variable X the N-th quantization error

e(X;α)p :=
(
E min

a∈α
‖X − a‖p

)1/p

.

If we minimize for fixed N over all quantizers, we arrive at the minimal quanti-
zation error at level N

eN(X)p := eN(X,E)p := inf

{(
E min

a∈α
‖X − a‖p

)1/p

: α ⊂ E, |α| ≤ N

}
. (3.1)

Moreover, each N -quantizer with

e(X;α)p = eN(X)p

is called optimal N-quantizer.

In some situations, i.e. the additivity of Proposition 3.2 (ii), it may be useful
to consider the quantization error in a different scale, hence we define dyadic
quantization error for n ∈ N0 as

rn(X)p := e2n(X)p.

The quantization problem (3.1) may actually be stated in several alternative
ways:

Proposition 3.1. Let 1 ≤ p <∞, E be a Banach space and X ∈ Lp(E). Then

eN(X)p = inf

{(
E‖X − X̂‖p

)1/p

: X̂ ∈ Lp(E), |X̂(Ω)| ≤ N

}
= inf

{
(E‖X − f(X)‖p)1/p : f : (E,B) → (E,B), |f(E)| ≤ N

}
.

Proof. For X̂ ∈ Lp(E) with |X̂(Ω)| ≤ N , define a N -quantizer by α := X̂(Ω).
Since

ep
N(X)p ≤ E min

a∈α
‖X − a‖p ≤ E‖X − X̂‖p
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we get the first inequality by taking the infimum over all possible X̂. Analogously,
we choose for f : (E,B) → (E,B) with |f(E)| ≤ N the quantization of X as
X̂ := f(X) and get the second inequality, so it remains to show only

inf
{

(E‖X − f(X)‖p)1/p : f : (E,B) → (E,B), |f(E)| ≤ N
}
≤ eN(X)p.

For α ⊂ E with |α| ≤ N let Ca(α) be a Voronoi-partition of E, that is Ca(α) is
a Borel-partition of E satisfying

Ca(α) ⊂
{
x ∈ E : ‖x− a‖ = min

b∈α
‖x− b‖

}
.

Then f :=
∑

a∈α a1Ca(α) is Borel-measurable, |f(E)| ≤ N and

E min
a∈α

‖X − a‖p =
∑
a′∈α

E min
a∈α

1Ca′ (α)‖X − a‖p =
∑
a′∈α

E 1Ca′ (α)‖X − a′‖p

= E

(∑
a′∈α

1Ca′ (α)‖X − a′‖p

)
= E‖X − f(X)‖p

≥ inf {E‖X − f(X)‖p : f : (E,B) → (E,B), |f(E)| ≤ N} .

Taking again the infimum over all N -quantizers yields the assertion.

The random vector X̂ := f(X) is called (Voronoi)-quantization of X. Using
this equivalence of the problem formulation (3.1), we may switch between these
three problem descriptions in order to find optimal quantizers.

Furthermore, the quantization error obeys the following algebraic properties:

Proposition 3.2. Let 1 ≤ p < ∞ with Radon random variables X, Y ∈ Lp(E)
on the Banach space E. Then

(i) e1(X)p ≤ ‖X‖p, eN(X)p → 0 as N →∞ and eN(X)p is non-increasing,

(ii) e(X + Y ;α1 + α2)p ≤ e(X;α1)p + e(Y ;α2)p

and in particular

eN1·N2(X + Y )p ≤ eN1(X)p + eN2(Y )p and

rn+m(X + Y )p ≤ rn(X)p + rm(Y )p, (Additivity)

(iii) eN(X) = 0, if |supp PX | ≤ N .

Proof. (i) The monotonicity and the assertion about e1(X)p follow directly from
the definition of eN(X)p.
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Moreover, since X is Radon, we may assume that supp(PX) is separable,
which implies the existence of a countable dense subset {ai, i ∈ N} = supp(PX).
Hence we get

0 ≤ ep
N(X)p ≤ E min

1≤i≤N
‖X − ai‖p → 0, as N →∞

by the Theorem of dominated convergence.
(ii) Let α1, α2 ⊂ E be quantizers with |α1| ≤ N1 and |α2| ≤ N2. Then, their

Minkowski sum

α := α1 + α2 := {a1 + a2 : ai ∈ α, i = 1, 2}

defines a quantizer of level |α| ≤ N1 ·N2, and we conclude

eN1·N2(X + Y )p ≤ e(X + Y ;α)p

=

(
E min

a1∈α1

min
a2∈α2

‖X + Y − a1 − a2‖p

)1/p

≤
(

E min
a1∈α1

‖X − a1‖p

)1/p

+

(
E min

a2∈α2

‖Y − a2‖p

)1/p

≤ e(X;α1)p + e(Y ;α2)p.

Taking the infimum over all quantizers of level N1 and N2 resp. 2n and 2m yields
the assertion.

(iii) If we have |supp(PX)| ≤ N , we set α := supp(PX) and clearly get
E min

a∈α
‖X − a‖p = 0.

Another useful tool is the transition of quantizers by a linear operator.

Proposition 3.3. Let 1 ≤ p < ∞, E and F Banach spaces and X ∈ Lp(E).
Moreover assume T : E → F to be a bounded operator. Then, for every N ∈ N
and quantizer α ⊂ E

(i) e(TX;Tα)p ≤ ‖T‖ · e(X;α)p.

(ii) If T is even an isometric isomorphism, then

e(TX;Tα)p = e(X;α)p

and in particular
eN(TX)p = eN(X)p.

Proof. Part (i) is obvious from the definition of the quantization error and (ii)
follows by applying (i) successively for T and T−1 with ‖T‖ = ‖T−1‖ = 1.

Note moreover, that if we regard the quantization problem of X on some
larger space E ′, the quantization error may be reduced at most by the factor 2.
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Proposition 3.4. Let τE′ : E → E ′ for E ′ ⊃ E denote an isometric embedding.
Then, it holds

eN(τE′(X))p ≤ eN(X)p ≤ 2eN(τE′(X))p.

Proof. The first inequality is obvious. For {a1, . . . , aN} ⊂ E ′ and ε > 0, choose
{b1, . . . , bN} ⊂ E with

‖ai − τE′(bi)‖ ≤ (1 + ε) dist(ai, τE′(E)).

This implies
‖ai − τE′(bi)‖ ≤ (1 + ε)‖ai − τE′(X)‖,

and in addition

‖X − bi‖ = ‖τE′(X)− τE′(bi)‖ ≤ (2 + ε)‖τE′(X)− ai‖.

Hence, we arrive at

eN(X)p ≤
(
E min

1≤i≤N
‖X − bi‖p

)1/p ≤ (2 + ε)
(
E min

1≤i≤N
‖τE′(X)− ai‖p

)1/p
,

which yields the assertion, since {a1, . . . , aN} and ε > 0 were chosen arbitrarily.

3.2 Existence

In this general setting of Radon random vector with values in a Banach space,
it is not clear anymore that there exists actually a quantizer α, which yields
the minimal quantization error, that is the infimum in (3.1) actually stands as a
minimum and we have

e(X;α)p = eN(X)p.

We summarize the most important results for the existence of optimal quan-
tizers in the following theorem.

Theorem 3.5. ([GLP07], Thm 1, Prop 2, Thm 2)
Let 1 ≤ p < ∞ and X be a Radon random variable with values in a Banach

space E. Then

(i) If E is 1-complemented in its bidual E∗∗, i.e. there exists a projection
P : E∗∗ → E with ‖P‖ ≤ 1, then for every N ∈ N there is an N-quantizer
α, such that

e(X;α)p = eN(X)p.

(ii) Denote by τE∗∗ : E → E∗∗ the canonical embedding of E into its bidual,
then we have for every N ∈ N

eN(X)p = eN(τE∗∗(X))p.
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Note that there always exists a projection P of norm one from E∗∗∗ into E∗,
hence E is 1-complemented, once it is a dual space of another Banach space.
Consequently, optimal quantizers exist always in the bidual E∗∗ and attain there
the same quantization error as in E, as far as they belong to the original space
E.

Furthermore, we may conclude that in the case of quantization on the Ba-
nach space (C[0, 1], ‖·‖∞), with which we will especially deal later on, any X ∈
Lp(C[0, 1]) has at least one optimal quantizer in the space L∞([0, 1], dt) with
‖·‖L∞ = λ-ess-sup.

Theorem 3.5 moreover ensures the existence of optimal quantizers in Hilbert
spaces and in the finite dimensional case of (E, ‖·‖) = (Rd, ‖·‖lp), 1 ≤ p ≤ ∞.

3.3 Optimal Quantization rates and schemes

Unfortunately, there are only very few cases where it is possible to derive explicit
solutions to the quantization problem of a random variable X (and then mostly
for very small N only).

Hence, most results for optimal quantization are of asymptotic type, i.e. with
a decreasing sequence (cN) we have

eN(X)p ∼ cN as N →∞

for the sharp asymptotics, or only

eN(X)p � cN as N →∞

in the case of the weak asymptotics.
In addition, we call a sequence ofN -quantizers (αN)n∈N (sharp) asymptotically

optimal, iff e(X;αN)p � eN(X)p or e(X;αN) ∼ eN(X)p as N → ∞ in the sharp
case.

3.3.1 Finite dimensional results

In the finite dimensional setting, when regardingX as random vector on (Rd, ‖·‖),
the sharp asymptotics of the quantization error are completely described by the
Zador Theorem, which is in its final version due to Graf and Luschgy.

Theorem 3.6. ([GL00], Thm 6.2)
Assume 1 ≤ p < p′ <∞, (E, ‖·‖) = (Rd, ‖·‖) and X ∈ Lp′(Rd). If we denote

by g the Lebesgue density of the absolute continuous part of PX , then

eN(X)p ∼ Cp,d,‖·‖ ·
(∫

gd/(d+p)dλ

)1/p+1/d

·N−1/d as N →∞,

where the constant Cp,d,‖·‖ > 0 is the limit of N1/d · eN(U([0, 1]d))p for N → ∞
and U([0, 1]d) refers to the uniform distribution on [0, 1]d.
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A non-asymptotical result in dimension one, which gives a different view on
the involving constants, is given by the Pierce-Lemma and plays a fundamental
role in the upper for quantization error of mean regular stochastic processes on
Lp([0, 1], dt), 1 ≤ p <∞ (c.f. [LP08]]). It states in an extended version as follows

Lemma 3.7. Let 1 ≤ p < p′ < ∞. Then there exists a constant Cp,p′ > 0, such
that for every random variable X ∈ Lp′(R)

eN(X)p ≤ Cp,p′ · ‖X‖p′ ·N−1 ∀N ∈ N.

There exists a direct counterpart for the multidimensional setting ([GL00],
Cor 6.7), but in that version the constants are not independent of the dimension
d, so it is not really applicable for block quantizers with increasing block-length,
with which we will deal later on.

More appropriate for our purposes is a version due to J. Creutzig, which is in
the first sight not very sharp, since it fails to have the proper order of Theorem
3.6, but this lack will, in fact, not be of high significance in our applications.

Lemma 3.8. ([Cre01], Prop 4.6.4)
Let 1 ≤ p < p′ <∞ and X ∈ Lp′(E) with rkX < d. Then for every N ∈ N

eN(X)p ≤ Cp,p′ · ‖X‖p′ ·N−(1−p/p′)/d,

where the constant Cp,p′ > 0 depends on p, p′ solely.

3.3.2 Infinite dimensional results

Turning now to the infinite dimensional case, we will state only those results in
detail, which allow the construction of optimal quantization schemes. Moreover,
we illustrate the theorems by the example of the Brownian Motion, since, at first
glance, the differences and similarities in the resulting rates of these theorems are
not very striking only from the formal appearance of their assumptions.

Abstract Quantization Scheme. Since each N -quantizer α lies necessarily
in the finite dimensional subspace span(α) ⊂ E, it is possible to project the
random variable X onto an appropriate finite dimensional subspace of E and
solve the optimal quantization problem there, which allows to apply the results
of the former section. Nevertheless, it is at this point in no way clear how to
choose these finite dimensional subspaces and how to “project” X onto them in
the general Banach space setting.

Therefore, we start by introducing an abstract quantization scheme, which
allows to describe the invertible transformation of the quantization problem on
E to finite dimensional problems on some ldq -spaces, and consequently renders a
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construction of optimal quantizers by numerical methods possible.

To be more precise, this quantization scheme consists of

(i) a sequence of finite dimensional random variables in E approximating X,

(ii) a sequence of isomorphisms, which map the random variables from (i) a.s.
into some finite dimensional lq-space,

(iii) a sequence of quantizers in lq.

Using these three objects, we will be able to describe every optimal and asymp-
totically optimal quantizer on some Banach space, with which we will deal in this
work, in terms of finite dimensional quantizers on lq.

In addition, we refer to the rank of a random variable Y as

rkY := dim span(PY ).

Definition 3.2. For X ∈ Lp(E), N ∈ N and q ∈ [1,∞], let

(i) (Xk)k≥1 be a sequence of finite dimensional random variables such that

rkXk ≤ dk and (dk)k≥1 ∈ c00,

(ii) Ik : Ek → ldk
q be linear isomorphisms for subspaces Ek ⊂ E with PXk(Ek) = 1,

(iii) βk ⊂ ldk
q with |βk| ≤ Nk, such that

∏
k≥1Nk ≤ N .

Then
(Xk, Ik, βk)k≥1

is called Abstract Quantization Scheme for X at level N . Moreover, a sequence
of Abstract Quantization Schemes at level N(

XN
k , I

N
k , β

N
k

)
k≥1

for N →∞, where the isomorphisms are uniformly bounded by a common con-
stant C > 0, i.e.

‖IN
k ‖, ‖(IN

k )−1‖ ≤ C ∀ k,N ∈ N, (3.2)

should be denoted Asymptotical Quantization Scheme.
W.l.o.g we may assume (dk)k≥1 to be ordered non-increasingly. Moreover we

will refer in the case (dk)k≥1 = (d1, 0, . . .) to a Single-Block Design, in the case
(dk)k≥1 = (1, . . . , 1, 0, . . .) to a Scalar-Product Design and otherwise only to a
Product Design.
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Note that due to the condition (dk)k≥1 ∈ c00, there are only finite many
random variables with rkXk > 0. All the other random variables vanish and
therefore we have in fact to deal only with a finite number of random variables in
the definition of the Abstract Quantization Scheme. Moreover, the same is true
for the product

∏
k≥1Nk ≤ N , where only finite many Nk may be greater than

one.
In addition, we will not demand an explicit specification of the sequences

(dk)k≥1 and (Nk)k≥1, although it is in general a non-trivial task to derive these
sequences in an optimal way, and the asymptotically optimal choices for (dk)k≥1

and (Nk)k≥1 exhibit mostly a rather complicated form. Nevertheless, regarding
the numerical construction of (asymptotically) optimal quantizers, we get better
results for finite N ∈ N by solving numerically a so-called Block-Allocation-
Problem specially tailored to the available quantizers βk in some ldk

q -space (cf.
[PP05] or [LPW08]).

Moreover, the smallest constant C > 0 which can be achieved by an Asymp-
totical Quantization Scheme is C = 1. Indeed, we always have

1 = ‖id‖ ≤ ‖I−1
k ‖‖Ik‖ ≤ C2,

hence the case C = 1 corresponds to the fact that all the Ik’s are isometric isomor-
phisms. In that special case it is, due to Proposition 3.3, completely equivalent
if we consider the quantization problem of Xk on Ek or IkXk on ldk

q . Otherwise,
we only get a weak equivalence, that is up to a constant.

For a given Abstract Quantization Scheme of level N , we may construct in a
canonical way an N -quantizer for X by means of the Minkowski sum:

Proposition 3.9. For X ∈ Lp(E) and N ∈ N let (Xk, Ik, βk)k∈N be an Abstract
Quantization Scheme of level N . Then

α :=
∑
k≥1

I−1
k βk :=

{∑
k≥1

I−1
k bk : bk ∈ βk

}

defines an N-quantizer for X with quantization error upper bound

e(X;α)p ≤
∑
k≥1

∥∥I−1
k

∥∥ e(IkXk; βk)p +
∥∥∥X −

∑
k≥1

Xk

∥∥∥
p
.

Proof. From the construction of α and the βk we clearly have α ⊂ E and |α| ≤∏
k≥1|βk| ≤

∏
k≥1Nk ≤ N .
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Concerning the quantization error we conclude with Proposition 3.2

e(X;α)p ≤ e

(∑
k≥1

Xk;α

)
p

+
∥∥∥X −

∑
k≥1

Xk

∥∥∥
p

≤
∑
k≥1

e(Xk; I
−1
k βk)p +

∥∥∥X −
∑
k≥1

Xk

∥∥∥
p

≤
∑
k≥1

∥∥I−1
k

∥∥ e(IkXk; βk)p +
∥∥∥X −

∑
k≥1

Xk

∥∥∥
p
.

The Hilbert space setting. Regarding the quantization problem on a sep-
arable Hilbert space H for p = 2 and E = H, we get in a canonical way an
isomorphism onto l2 by

I : H → l2, h 7→ (〈h, un〉)n≥1 ,

where the (un)n≥1 denote an arbitrary orthonormal basis of H.
This isomorphism is even an isometric one, hence each restriction of I and

I−1 to some closed subspace Ek is also of norm one and thus the uniform bound-
edness condition (3.2) for an Asymptotical Quantization Scheme is satisfied with
constant C = 1.

Moreover, it was shown in [LP02] that in case of a centered Gaussian random
variable X, an optimal quantizer α always lies in a subspace

U := span(α) ⊂ H,

which is spanned by the eigenvectors corresponding to the largest eigenvalues of
the covariance operator.

Denote by (λn)n∈N the decreasingly ordered eigenvalues of CX and by (en)n∈N
the corresponding eigenvectors, which form an orthonormal basis of supp(PX).
Then, an expansion of X in the basis (en)n∈N yields

X =
∑
n≥1

〈X, en〉 en a.s.. (3.3)

Moreover, the coefficients 〈X, en〉 are again centered Gaussians with covariance

E〈X, ei〉〈X, ej〉 = 〈ei, CXej〉 = 〈ei, λjej〉 = λjδij,

i.e.

(〈X, en〉)n≥1

d
=

∞⊗
n=1

N (0, λn).
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Using the notion ξn := 〈X, en〉/
√
λn, this expansion writes

X =
∑
n≥1

√
λnξnen, a.s.

with (ξn)n∈N i.i.d N (0, 1)-distributed and is also known as Karhunen-Loève Ex-
pansion of X.

Furthermore, we have for any closed subspace V ⊂ H with α ⊂ V the orthog-
onal decomposition of the squared quantization error

e2(X;α)2 = E min
a∈α

‖X − a‖2 = E min
a∈α

‖ΠVX − a‖2 + E‖X − ΠVX‖2, (3.4)

where we denote by ΠV the orthogonal projection from V on H.
This yields

Proposition 3.10. ([LP02], Thm 3.2, et seqq)
Let X be a centered Gaussian with values in a separable Hilbert space H. If

we denote by λ1 ≥ λ2 ≥ . . . > 0 the ordered sequence of eigenvalues of the positive
semidefinite operator CX , it holds

e2N(X)2 = e2N

( dN⊗
n=1

N (0, λn)

)
2

+
∑

n>dN

λn

with dN := min {dim span(α) : α is an optimal N-quantizer for X}.

In terms of an Abstract Quantization Scheme, Proposition 3.10 defines a
isometric Single-Block Design with

X1 =

dN∑
n=1

〈X, en〉 en,

I1 : supp(PX1) → ldN
2 , x 7→ (〈x, en〉)1≤n≤dN

and

β1 ⊂ ldN
2 , |β1| ≤ N such that e

( dN⊗
n=1

N (0, λn); β1

)
2

≤ eN

( dN⊗
n=1

N (0, λn)

)
2

.

Thus, by Proposition 3.10

α := I−1
1 β1 :=

dN∑
n=1

(β1)n en :=

{
dN∑
n=1

bn en : (bn)1≤n≤dN
∈ β1

}

is an optimal N -quantizer for X on H.
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In order to establish a sharp upper bound for the quantization error of a cen-
tered Gaussian on H, H. Luschgy and G. Pagès constructed in [LP04] a product
design based on the expansion (3.3), i.e. for some sequence (dk)k≥1 ∈ c00 and

nk :=
∑k−1

j=1 dj set

Xk :=

dk∑
n=1

〈X, enk+n〉 enk+n

Ik : supp(PXk) → ldk
2 , x 7→ (〈x, enk+n〉)1≤n≤dk

and

βk ⊂ ldk
2 , |βk| ≤ Nk with e

( dk⊗
n=1

N (0, λnk+n); βk

)
2

≤ λnk+1 · eNk
(N (0, Idk

))2

for a certain sequence (Nk)k≥1 with
∏

k≥1Nk ≤ N .

Setting α :=
∑

k≥1 I
−1
k βk and using a Hilbert space analogon of Proposition

3.9, which takes into account the orthogonality of (en)n∈N, we arrive at

e2(X;α)2 =
∑
k≥1

e2(IkXk; βk)2 +
∥∥∥X −

∑
k≥1

Xk

∥∥∥2

2
,

which yields with n :=
∑

k≥1 dk

e2(X;α)2 ≤
n∑

k=1

λnk+1 eNk
(N (0, Idk

))2 +
∑
k>n

λk,

H. Luschgy and G. Pagès derived by means of a precise asymptotics for
C(d) := supN≥1N

2/d · e2N(N (0, Id))2 a sharp upper bound under mild regular-
ity assumptions on the decay of the eigenvalues λj of the CX .

Recall that a function ϕ : (s,∞) → (0,∞) for some s ≥ 0 is said to be
regularly varying at infinity with index b ∈ R, iff for every c > 0

ϕ(cx) ∼ cbϕ(x) as x→∞.

The sharp asymptotic formula then reads in combination with a corresponding
lower bound as follows

Theorem 3.11. ([LP04], Thm 2.2)
Let X be a centered Gaussian on L2([0, 1], dt) and assume λn ∼ ϕ(n) as

n → ∞ for a decreasing and regularly varying function ϕ : (s,∞) → (0,∞) of
index −b < −1 and some s ≥ 0. Then

eN(X)2 ∼

((
b

2

)b−1
b

b− 1

)1/2

ψ(logN)−1/2 as N →∞

with ψ(x) := 1
xϕ(x)

for x > s.
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If we consider a scalar product design for the expansion (3.3), i.e. for some
(dk)k≥1 = (1, . . . , 1, 0, . . .) ∈ c00 we have

Xk :=

{
〈X, ek〉 ek, dk = 1

0, dk = 0,

Ik : supp(PXk) → (R, |·|), x 7→ 〈x, ek〉
and

βk ⊂ R, |βk| ≤ Nk, e(N (0, λk); βk)2 ≤ eNk
(N (0, λk))2

with
∏

k≥1Nk ≤ N , then applying the same techniques as in the non-scalar case
does not yield the sharp constant anymore, but is only rate optimal (cf. [LP04],
Thm 2.2(b) ).

We illustrate the above theorem by the example of the Brownian Motion:

Example 3.1. Let W denote the Wiener measure on L2([0, 1], dt). Then it is
well known that the covariance operator CW has eigenvalues

λn =

(
1

π(n− 1/2)

)2

.

Thus λn ∼ (πn)−2 and Theorem 3.11 yields with b = 2

eN(W )2 ∼
√

2

π
(logN)−1/2 as N →∞.

Note that in the Hilbert space setting we either have an implicit formula for
the minimal quantization error for finite N ∈ N by Proposition 3.10 and the
sharp asymptotics due to Theorem 3.11. This is in fact much more as it will be
possible when turning to the non-Hilbert space setting, where in general we only
get a weak asymptotic of the quantization error.

Case E = Lq([0, 1], dt), 1 ≤ q <∞. For X ∈ Lp(E) with values in the Banach
spaces Lq([0, 1], dt) with 1 ≤ q <∞, there is an upper bound for general stochas-
tic processes, which is based on scalar quantization of an expansion in the Haar
basis. This upper bound relates the quantization error of the process to the
Hölder-smoothness of its paths.

To be more precise, denote by (en)n≥0 the Haar basis in Lq([0, 1], dt), i.e.

e0 := 1[0,1], e1 := 1[0,1/2) − 1[1/2,1)

e2k+j := 2k/2 e1(2
k · −j), k ≥ 1, j ∈ {0, . . . , 2k − 1}.

Then (en)n≥0 is a Schauder basis of Lq([0, 1], dt) and we have

X = (X, e0) e0 +
∑
k≥0

2k−1∑
j=0

(X, e2k+j) e2k+j a.s.
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with bilinear form (f, g) :=
∫ 1

0
f(t)g(t)dt.

Due to the monotonicity of the Lp-Norms, it is sufficient to consider the case
p = q only. Moreover, it is straightforward to verify∥∥∥∥2k−1∑

j=0

(f, e2k+j)e2k+j

∥∥∥∥
Lq

= 2k/2−k/q
∥∥∥(f, e2k+j)0≤j≤2k−1

∥∥∥
l2k
q

.

Thus for some (dk)k≥−1

X−1 := (X, e0) e0, Xk :=
2k−1∑
j=0

(X, e2k+j)e2k+j, k ≥ 0

I−1 : supp(PX−1) → (R, |·|), x 7→ (x, e0)

Ik : supp(PXk) → l2
k

q , x 7→ 2k/2−k/q
(
(x, e2k+j)

)
0≤j≤2k−1

and

β−1 ⊂ R, |β−1| ≤ N−1, e((X, e0); β−1)q ≤ eN−1((X, e0))q

βk ⊂ l2
k

q , |βk| ≤
2k−1∏
j=0

N2k+j,

e
(
2k/2−k/q

(
(X, e2k+j)

)
0≤j≤2k−1

; βk

)
q
≤ 2k/2 max

0≤j≤2k−1
eN

2k+j
((X, e2k+j))q

defines a product design, where the last inequality is justified by the estimate

‖Y ‖q
q = E

2k−1∑
j=0

|Yj|q ≤ 2k max
0≤j≤2k−1

E|Yj|q

with Y ∈ Lq(l2
k

q ). Therefore βk ⊂ l2
k

q also admits a representation as scalar
product quantizer by means of the cartesian product

βk := 2k/2−k/q

2k−1∏
j=0

γ2k+j

for γ2k+j ⊂ R, |γ2k+j| ≤ N2k+j and e
(
(X, e2k+j); γ2k+j

)
q
≤ 2k/qeN

2k+j

(
(X, e2k+j)

)
q
.

Setting

α := I−1
−1β−1 +

∑
k≥0

I−1
k βk,

which implies

e(X,α)q ≤ eN−1

(
(X, e0)

)
q
+
∑
k≥0

2k/2 max
0≤j≤2k−1

eN
2k+j

(
(X, e2k+j)

)
,

Luschgy and Pagès derived in [LP08] by means of Lemma 3.7 the following upper
bound:
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Theorem 3.12. ([LP08], Thm 1)
Let 1 ≤ p, q < ρ and X ∈ Lρ (Lq([0, 1], dt)), such that

E|Xt −Xs|ρ ≤ (ϕ(|t− s|))ρ ∀s, t ∈ [0, 1]

with ϕ : R+ → R+ non-decreasing and regularly varying with an index b > 0 at
0. Then

eN(X)p ≤ Cp,q ϕ
(
(logN)−1

)
∀N ∈ N

with a constant Cp,q > 0.

Again we elucidate the situation in case of the Brownian Motion.

Example 3.2. Regarding the Brownian Motion W as random variable in
Lq([0, 1], dt) for 1 ≤ q <∞, we know that Wt−Ws/

√
|t− s| is standard normally

distributed for every s, t ∈ [0, 1]. Thus∥∥∥∥Wt −Ws√
|t− s|

∥∥∥∥
2

= 1 ∀s, t ∈ [0, 1]

and Proposition 2.1 implies for 1 ≤ ρ <∞ and a constant Cρ > 0∥∥∥∥Wt −Ws√
|t− s|

∥∥∥∥
ρ

≤ Cρ ∀s, t ∈ [0, 1]

so that the assumptions of Theorem 3.12 are satisfied with ϕ(x) = Cρ x
1/2 and

the upper bound of the quantization error reads for any 1 ≤ p <∞

eN(W )p � (logN)−1/2 as N →∞.

Unfortunately even in the case of Gaussian X, this upper bound is not able to
reproduce “smooth rates” of processes e.g. with paths in Ck([0, 1]), k ≥ 1, since
the Hölder condition does not take into account a faster decay than a linear one.

Case (E, ‖·‖) = (C[0, 1], ‖·‖∞). A similar approach using scalar quantization
for an appropriate series expansion was investigated in [LP07] for Gaussian X
with values in the Banach space (C[0, 1], ‖·‖∞).

Here we start with a series representation

X =
∑
n≥1

ξnfn, a.s.

for ξn i.i.d N (0, 1)-distributed and fn ∈ C[0, 1]. For N ∈ N and some d :=
(1, . . . , 1, 0, . . .) ∈ c00 with m :=

∑
k≥1 dk set

Xk :=

{
ξkfk k ≤ m

0 k > m



3 OPTIMAL QUANTIZATION 32

Ik : supp(PXk) → (R, |·|), ϑfk 7→ ‖fk‖∞ϑ

and

βk ⊂ R, |βk| ≤ Nk such that e(‖fk‖∞ξk; βk)p ≤ ‖fk‖∞eNk
(N (0, 1))p

for
∏

k≥1Nk ≤ N .

Hence the quantizer

α :=
∑
k≥1

I−1
k βk :=

m∑
k=1

βkfk/‖fk‖∞

yields

e(X;α)p ≤
m∑

k=1

‖fk‖∞eNk
(N (0, 1))p +

∥∥∥∑
k>m

ξkfk

∥∥∥
p

from which the following upper bound was derived:

Theorem 3.13. ([LP07], Thm 3) Let 1 ≤ p <∞ and X be a centered Gaussian
with values in the Banach space (C[0, 1], ‖·‖∞), such that there exists a represen-
tation

X =
∑
n≥1

ξnfn a.s.,

where the ξn’s are i.i.d standard normals and the fn ∈ C[0, 1] satisfy

(i) ‖fn‖∞ � nϑ log(1 + n)γ as n→∞, with ϑ > 1/2, γ ≥ 0

(ii) fn is α-Hölder-continuous with Hölder constant [fn]α � nβ as n→∞, and
α ∈ (0, 1], β ∈ R.

Then

eN(X)p �
(log logN)ϑ+γ

(logN)ϑ−1/2
as N →∞.

Hence, in the case γ = 0 this upper bound produces an additional log logN -
term in contrast to the rates from Theorem 3.11 and 3.12, which the following
example reveals.

Example 3.3. We consider for the Brownian Motion W as random variable
on (C[0, 1], ‖·‖∞) the same series expansion as of example 3.1, i.e. for λn =
(π(n − 1/2))−2, en(t) = sin(t/

√
λn) and ξn a sequence of i.i.d standard normals

we get

W =
∑
n≥1

√
λnξnen,

where the convergence occurs almost surely in (C[0, 1], ‖·‖∞).
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Setting fn :=
√
λnen, the assumptions of Theorem 3.13 are satisfied with

ϑ = 1, γ = 0, α = 1 and β = 0. Hence, we conclude for 1 ≤ p <∞

eN(W )p � (log logN)1/2 · (logN)−1/2 as N →∞,

which differs from the rates of examples 3.1 and 3.2 by a log logN -term. More-
over, there is no series expansion, which would yield a better rate.

In fact, it can be derived using a non-constructive relationship between the
optimal quantization error and the small-ball probability of W (see [GLP03] or
[DFMS03] ), that the true rate of W on the Banach space (C[0, 1], ‖·‖∞) is

eN(W )p � (logN)−1/2 as N →∞.

Moreover, this gap of the additional log logN -term between this upper bound
for scalar quantizers and the true rate occurs for all known examples of one
dimensional Gaussian processes (see, [LP07]).

In section 4, as the main result of this work, we will present a new con-
structive upper bound, which matches the true rate in case of the Banach space
(C[0, 1], ‖·‖∞), where the so far developed approaches fail.
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4 A new upper Bound

4.1 Constructive upper bound for the quantization error
on Banach spaces

For the quantization of a Radon random variable X in the general Banach space
setting, we first derive a general upper bound for the dyadic quantization error,
which is based on the approximation power of finite dimensional random variables
Xk to X.

Therefore, suppose Xk ∈ Lp(E), k ∈ N to be a sequence of random variables
with

rkXk ≤ k and ‖X −Xk‖p → 0 as k →∞.

Note, that such a sequence always exists since supp(PX) is separable forX Radon.
As a matter of fact, the rate of convergence to zero of ‖X −Xk‖p dominates

the dyadic quantization error in the following way:

Theorem 4.1. Let 1 ≤ p < p′ < ∞ and X ∈ Lp′(E) for a Banach space E.
Assume furthermore, that there is a sequence of random variables Xk ∈ Lp′(E)
with

rkXk ≤ c2k and ‖X −Xk‖p′ � 2−αk as k →∞, (4.1)

for some α > 0 and c ∈ N.
Then, there is a sequence Zk ∈ Lp′(E) with Zc′2k = Xk,

rkZk ≤ k and ‖X − Zk‖p′ � k−α as k →∞,

for some c′ ∈ N, such that

rn(Zn)p � n−α as n→∞,

and in particular we may state for the dyadic quantization error of X

rn(X)p � n−α as n→∞.

Proof. We first consider only natural numbers

n = cp,p′,α · 2M , M = 1, 2, . . .

for a constant cp,p′,α ∈ N specified later on.
Suppose to have Xk ∈ Lp(E) with

rkXk ≤ c2k and ‖X −Xk‖p′ ≤ C · 2−αk,

for k ∈ N and constants C, c > 0.
If we set

X0 := 0 and Yk := Xk −Xk−1, k ∈ N,
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then it holds for Yk, that

rkYk ≤ rkXk + rkXk−1 ≤ c2k + c2k−1 < c2k+1

and

‖Yk‖p′ ≤ ‖X −Xk‖p′ + ‖X −Xk−1‖p′

≤ C
(
2−αk + 2−α(k−1)

)
≤ Cα · 2−αk.

(4.2)

By this, we have constructed a series of random variables Yk, for which we can
control both rank and size, hence they become suitable for the use of Lemma 3.8.

Clearly, we have due to the construction of Yk for M ∈ N

XM =
M∑

k=1

Yk,

which induces by the additivity of rn in Proposition 3.2

rPM
k=1 nk

(XM)p ≤
M∑

k=1

rnk
(Yk)p (4.3)

for some nk to be specified later on.
Applying the Creutzig Lemma 3.8 for Yk with rkYk < c2k+1, we conclude

from (4.2)

rnk
(Yk)p ≤ Cp,p′ ‖Yk‖p′ 2−nk(1−p/p′)/c2k+1

≤ Cp,p′,α · 2−αk · 2−nk(1−p/p′)/c2k+1

.

If we fix now nk as

nk :=

⌈
c2k+1(1 + α)(M − k)

1− p/p′

⌉
we arrive at

rnk
(Yk)p ≤ Cp,p′,α · 2−αk · 2−(1+α)(M−k) = Cp,p′,α · 2−αM · 2k−M ,

which yields

rPM
k=1 nk

(XM)p ≤
M∑

k=0

rnk
(Yk)p ≤ Cp,p′,α · 2−αM

M∑
k=1

2k−M

≤ Cp,p′,α · 2−αM .

(4.4)
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It remains now to show that

M∑
k=1

nk ≤ cp,p′,α 2M .

With

nk ≤ 1 +
c2k+1(1 + α)(M − k)

1− p/p′

≤ cp,p′,α · 2k+1(M − k)

we arrive at

M∑
k=1

nk ≤ cp,p′,α

M∑
k=1

2k+1(M − k)

= cp,p′,α · 4 (2M + 2−M)

≤ cp,p′,α 2M ,

so using the monotonicity of rn, we have proved so far

rcp,p′,α 2M (XM)p ≤ Cp,p′,α 2−αM . (4.5)

For the case of a general n ∈ N, we first consider the case n ≥ 2 c′ with

c′ := max{c, cp,p′,α} (4.6)

. Here we choose M ∈ N, such that

c′ 2M ≤ n < c′ 2M+1, (4.7)

which implies
2−αM < (2c′)αn−α. (4.8)

Thus, we may set Zn := XM , which yields

rkZn = rkXM ≤ c 2M ≤ n and ‖X − Zn‖p′ ≤ C 2−αM < C (2c′)α n−α,

and we arrive due to the monotonicity of rn and (4.5) at

rn(Zn)p = rn(XM)p ≤ rcp,p′,α2M (XM)p

≤ Cp,p′,α 2−αM < Cp,p′,α (2c′)α n−α.
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In the case n < 2 c′, we clearly have

1 < (2c′)α n−α, (4.9)

so we get for Zn := 0

rkZn = 0 ≤ n and ‖X − Zn‖p′ = ‖X‖p′ < ‖X‖p′ (2c
′)α n−α,

which implies
rn(Zn)p ≤ ‖X‖p < ‖X‖p′ (2c

′)α n−α.

Regarding the dyadic quantization error of X, we decompose X into

X = Zn + (X − Zn),

hence Proposition 3.2 yields

rn(X)p ≤ rn(Zn)p + ‖X − Zn‖p,

which implies the assertion.

With exactly the same arguments as in the last step of the proof, we may
carry over the assertion to the ordinary quantization error eN(X)p

Corollary 4.2. In the situation of Theorem 4.1, we get the existence of a se-
quence Zk ∈ Lp′(E) with

rkZk ≤ log k and ‖X − Zk‖p′ � (log k)−α as k →∞,

such that
eN(ZN)p � (logN)−α as N →∞,

and in particular it holds for the optimal quantization error of X

eN(X)p � (logN)−α as N →∞.

Due to the preceding theorem, the approximating sequence Xk, which is a-
priori appropriate for constructive quantization, since the Xk are finite dimen-
sional, has to fulfill a certain approximation rate to achieve a corresponding lower
bound for X.

This approximation problem is better known as average Kolmogorov n-width,
which we introduce in the following.
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4.2 n-width

Definition 4.1. Let 1 ≤ p <∞, X ∈ Lp(E) for a Banach space E and n ∈ N0.
Then we call

dn(X)p := inf {‖X − Y ‖p : Y ∈ Lp(E), rkY ≤ n}

the n-th (average) Kolmogorov width.

This quantity enjoys, similar to the quantization error, the following equiva-
lent descriptions:

Proposition 4.3. (cf. [Cre01], Prop. 2.7.4)
For 1 ≤ p <∞, X ∈ Lp(E) and n ∈ N it holds

dn(X) = inf {‖QUX‖p : U ⊂ E is a subspace with dimU ≤ n}
= inf {‖X − f(X)‖p : f : (E,B) → (E,B), dim span f(E) ≤ n} ,

(4.10)

where QU : E → E/U denotes the canonical quotient mapping from E onto the
quotient space E/U , i.e. we have ‖QUX‖ = infu∈U‖X − u‖.

Note that if X is Gaussian, then QUX is either Gaussian as image of a con-
tinuous linear mapping, so that we have by Proposition 2.1 for any 1 ≤ p, q <∞,
a constant Cp,q > 0, such that for any Gaussian X and n ∈ N

C−1
p,q dn(X)p ≤ dn(X)q ≤ Cp,q dn(X)p. (4.11)

Hence, the Kolmogorov n-width of a Gaussian random variable is up to a constant
the same for any power p ∈ [1,∞), and we will formulate these results, where
the constant does not play a prominent role, only for the case

dn(X) := dn(X)2.

Furthermore, the Kolmogorov n-width exhibits the following algebraic prop-
erties:

Proposition 4.4. Let 1 ≤ p < ∞, and X, Y ∈ Lp(E) on the Banach space E.
Then

(i) d0(X)p = ‖X‖p, dn(X)p → 0 as n→∞ and dn(X)p is non-increasing,

(ii) dn+m(X)p ≤ dn(X)p + dm(X)p,

(iii) dn(X) = 0, if rkX ≤ n.
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Since the proof of Proposition 4.4 runs completely in analogue to those of the
quantization error, we omit them here.

Note moreover, that we always have

dn(X)p ≤ en(X)p,

since a quantization rule f : (E,B) → (E,B) with |f(E)| ≤ n always spans a
subspace with dimension ≤ n.

Regarding the convergence rate of dn(X)p → 0 for n→∞, we only state here
an estimate for the finite dimensional Gaussian random variables on l∞ by J.
Creutzig, which will be an important tool in the following section and generalizes
a result of V.E. Maiorov ([Mai93]) for the case u = id2,∞.

Lemma 4.5. (cf. [Cre01], Thm 4.5.1)
For some C > 0, the estimate

dn(u(γ)) ≤ C ‖u‖l2,∞

(
log

(
em

n+ 1

))1/2

is valid for every u ∈ L(lm2 , l
m
∞) and n ≤ m ∈ N, where γ denotes a standard

normally distributed random variable on lm2 .

Since we have employed in the Abstract Quantization Schemes so far only
finite dimensional random variables derived from linear series expansions of X,
i.e. by a linear transformation on X of finite rank, we also introduce the average
linear n-width, where we replace the condition of f being only Borel-measurable
by f linear and bounded in (4.10).

Definition 4.2. Let 1 ≤ p <∞, X ∈ Lp(E) and n ∈ N. Then

ln(X)p := inf {‖X − f(X)‖p : f ∈ L(E,E), dim f(E) ≤ n}

is called the n-th (average) linear width.

Again we realize that X − f(X) with f ∈ L(E,E) is Gaussian, hence the
linear n-width is, due to the equivalence of Gaussian moments, up to a constant
the same for any power p ∈ [1,∞). So we may restrict in some cases to

ln(X) := ln(X)2.

We clearly always have
dn(X)p ≤ ln(X)p (4.12)

and in case of a Gaussian random variable X with values in a Hilbert space, the
estimate even stands as equality with

d2
n(X) = l2n(X) =

∑
j>n

λj, (4.13)



4 A NEW UPPER BOUND 40

where λj denotes the decreasingly-ordered eigenvalues of the covariance operator
CX (see e.g. [Rit00], Ch III, Prop 24).

At this point, the question is raised if there exists a reverse estimate of (4.12),
e.g. there is a constant CE > 0, such that

ln(X) ≤ CE · dn(X)

for any Gaussian random variable X with values in the Banach space E and
n ∈ N.

In fact, the above assertion follows from a much stronger result of G. Pisier (cf.
[Cre01], Cor 3.4.2), if the Banach space E is B-convex, i.e. it does not contain
(ln1 )n∈N uniformly (see, e.g. [Pis89], Ch 2 for more details on B-Convexity).

As a matter of fact, Lq([0, 1], dt) for q ∈ (1,∞) is B-convex, which explains
why it was possible to derive asymptotical optimal quantizers in section 3.3.2,
which were solely based on linear transformations to reduce X into finite dimen-
sional random variables.

In case of an arbitrary Banach space E, it was again J. Creutzig who estab-
lished for a general constant C > 0 the estimate

ln(X) ≤ C(1 + log n) dn(X) (4.14)

with X being any Gaussian random variable on a Banach space E and n ∈ N (cf.
[Cre01], Thm 4.4.1).

Hence, we see that ln(X) and dn(X) may differ by a log-term if E is not
B-convex, which corresponds to the additional log log-term in the quantization
error of the scheme for the case q = ∞ in section 3.3.2.

Consequently, we will, with regard to Theorem 4.1, focus on a nonlinear trans-
formation of the random variable X into a finite-dimensional random vector by
means of a constructive approach, which will be subject of the following section.

4.3 Constructive upper bound for the Kolmogorov n-width

We here state the main result about an explicit upper bound for the n-width of
Gaussian random variables on E.

Theorem 4.6. Let 1 ≤ p < ∞ and X be a centered Gaussian on E. Suppose
that there is an representation of X as

X =
∞∑

k=0

Xk a.s.

satisfying
rkXk ≤ 2k + r

with some r ∈ N0.
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Assume furthermore, that for some α > 0 and some constant Cr > 0, there
are linear isomorphisms Ik : Ek → l2

k+r
∞ , where Ek ⊂ E denotes a subspace with

PXk(Ek) = 1, such that

(i) ‖I−1
k ‖ ≤ Cr

(ii) IkXk
d
= uk(γk),

(iii) ‖uk‖l2,∞ � 2−αk as k →∞,

with uk ∈ L(l2
k+r

2 , l2
k+r
∞ ) and γk denoting a standard normally distributed random

variable on l2
k+r

2 .
Then, there exists a sequence of random variables Yn ∈ Lp(E) with rkYn ≤ n,

such that
‖X − Yn‖p � n−α as n→∞,

which particularly yields

dn(X)p � n−α as n→∞.

Proof. Again we first only consider natural numbers

n = cr · 2N , N = 1, 2, . . .

for some cr ∈ N specified later on.
Set mk := 2k + r and denote the image of Xk under Ik by ξk, i.e.

ξk := IkXk.

Thus, ξk is a normally distributed random variable on lmk
∞ .

Now choose ηk ∈ Lp(Rmk), such that

rk ηk ≤ nk and ‖ξk − ηk‖p ≤ 2 dnk
(ξk)p, k ≥ 0, (4.15)

where we may define nk as

nk :=


2k + r 0 ≤ k ≤ N

22N−k N < k ≤ 2N

0 2N < k.

This way, we obtain∑
k≥0

nk =
N∑

k=0

(2k + r) +
2N∑

k=N+1

22N−k

= (N + 1)r +
N∑

k=0

2k +
N−1∑
k=0

2k

= (N + 1)r + 2N+1 − 1 + 2N − 1

≤ cr 2N

(4.16)
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with constant cr := (2r + 3) ∈ N.
If we then define

Yn :=
∑
k≥0

I−1
k ηk, (4.17)

which is actually a finite sum, we obviously have

rkYn ≤
∑
k≥0

nk ≤ cr 2N .

Regarding the approximation error for X, it then holds by the construction
of the ηk and the assumption (i) for the isomorphism Ik

‖X − Yn‖p =
∥∥∥∑

k≥0

Xk − I−1
k ηk

∥∥∥
p
≤
∑
k≥0

‖Xk − I−1
k ηk‖p

≤ Cr

∑
k≥0

‖ξk − ηk‖p ≤ Cr

∑
k≥0

dnk
(ξk)p.

(4.18)

Note, that dnk
(ξk)p = 0 for k ≤ N by the choice of the nk’s, so we may

conclude from (4.18), Lemma 4.5 and assumption (iii)

‖X − Yn‖p ≤ Cr

∑
k>N

dnk
(ξk)p ≤ Cr,p

∑
k>N

2−αk

(
log

(
emk

nk + 1

))1/2

. (4.19)

Furthermore, we have for N < k ≤ 2N

log

(
emk

nk + 1

)
≤ log(emk/nk) = log(e22k−2N + er2k−2N)

≤ Cr(k −N)

(4.20)

and in the case k > 2N

log

(
emk

nk + 1

)
= log(e2k + er) ≤ Crk ≤ Crk + Cr(k − 2N)

≤ Cr(k −N).

(4.21)

Thus, (4.19) together with (4.20) and (4.21) now implies

‖X − Yn‖p ≤ Cr,p

∑
k>N

2−αk
√
k −N

= Cr,p · 2−αN
∑
k≥1

2−αk
√
k

≤ Cr,p,α · (2N)−α,

(4.22)

since
∑

k≥1 (2α)−k
√
k is bounded for α > 0.
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To cover the case of a general n ∈ N, we first restrict to n ≥ 2 cr. Here we
choose an N ∈ N, such that

cr 2N ≤ n < cr 2N+1,

which implies
(2N)−α < (2cr)

α n−α. (4.23)

Setting Yn := Ycr2N , and thus

rkYn = rkYcr2N ≤ cr 2N ≤ n,

we arrive by (4.22) and (4.23) at

‖X − Yn‖p = ‖X − Ycr2N‖p ≤ Cr,p,α (2cr)
α n−α.

Conversely, for n < 2 cr we may set Yn := 0 and verify

‖X − Yn‖p = ‖X‖p ≤ ‖X‖p(2cr)
α n−α.

Since rkYn ≤ n for every n ∈ N, we clearly have the inequality

dn(X)p ≤ ‖X − Yn‖p.

From the above proof we get an abstract scheme, which allows to construct
approximating random variables in sense of the Kolmogorov n-width of order n−α

for Gaussian random variables on a Banach space: We compute an order optimal
approximating sequence of random variables ηk for the normally distributed ran-
dom variables ξk on lmk

∞ and define Yn as in (4.17) by means of the isomorphisms
I−1
k from lmk

∞ into Ek.

4.4 Approximation of X on C[0, 1] by Spline-functions

It is now left to fill the assumptions of Theorem 4.6 with some constructive
ingredients for a centered Gaussian X on (C[0, 1], ‖·‖∞).

Therefore, denote by Sr
k the Schoenberg space on [0, 1] of order r generated

by 2k subintervals of length 2−k i.e., we have for k ∈ N0 the sequence of simple
knots (including auxiliary ones)

tj = j 2−k, j = −r + 1, . . . , 2k + r − 1

and write Λk for the set of indices {−r + 1 ≤ j ≤ 2k − 1}.
Hence, Sr

k is due to the unique spline representation for B-splines in (2.9) of
dimension mk := |Λk| = 2k + r − 1.
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Note that, in this case, we can inductively derive from (2.6) that the normal-
ized B-Splines Nk

j , j ∈ Λk in Sr
k are translate dilates of the single B-spline

N r(x) := N(x; 0, 1, . . . , r), (4.24)

that is we have
Nk

j (x) = N r(2kx− j), j ∈ Λk. (4.25)

Since N r is continuous for r > 1, we get Sr
k ⊂ C[0, 1] for any k ∈ N, r > 1. As a

matter of fact, S1
k is contained only in the larger space D[0, 1], which will lead to

some special treatment later on. Nevertheless, the Schoenberg spaces Sr
k are, as

finite dimensional subspaces of D[0, 1], again Banach spaces equipped with the
‖·‖∞-Norm.

Denote by Qk the restriction of the Quasi-Interpolant (2.12) to C[0, 1] , i.e.

Qk : C[0, 1] → Sr
k , f 7→

∑
j∈Λk

(γk
j , f)Nk

j

for some γk
j ∈ (C[0, 1])∗ and normalized B-spline functions Nk

j .
If we set

T0 := Q0 and Tk := Qk −Qk−1, k = 1, 2, . . . , (4.26)

then Tk also maps C[0, 1] into Sr
k and we arrive at the representation

Tkf =
∑
j∈Λk

(γk
j , f)Nk

j −
∑

j∈Λk−1

(γk−1
j , f)Nk−1

j

=
∑
j∈Λk

(ckj , Tkf)Nk
j

=
∑
j∈Λk

(T ∗k c
k
j , f)Nk

j ,

(4.27)

where T ∗k : (Sr
k)
∗ → (C[0, 1])∗ refers to the adjoint of the operator Tk and the ckj ∈

(Sr
k)
∗ denote the de Boor-Fix functionals from (2.8). Thus, T ∗k c

k
j is a continuous,

linear functional on C[0, 1].
In addition, we have by Theorem 2.6

n∑
k=0

Tkf = Qnf → f as n→∞,

and there is a constant Cr > 0 independent of f and k, such that

‖Tkf‖∞ ≤ ‖f −Qkf‖∞ + ‖f −Qk−1f‖∞
≤ Cr

(
wr(f, 2

−k)∞ + wr(f, 2
−(k−1))∞

)
≤ Crwr(f, 2

−k)∞,
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where the last inequality follows from Proposition 2.7.
This, in turn, implies by the virtue of Proposition 2.4 and (4.27)

‖(T ∗k ck· , f)‖l
mk∞
≤ D−1

r ‖Tkf‖∞ ≤ Crwr(f, 2
−k)∞ ∀f ∈ C[0, 1]. (4.28)

If we now turn to the situation of Theorem 4.6, we may set

Xk := TkX (4.29)

and arrive at

X =
∞∑

k=0

Xk a.s.

in (C[0, 1], ‖·‖∞) resp. (D[0, 1], ‖·‖∞). Moreover, for the bijective coordinate
mapping

Ik : Sr
k → lmk

∞ , S =
∑
j∈Λk

(ckj , S)Nk
j 7→

(
(ckj , S)

)
j∈Λk

(4.30)

it holds with some constant Dr > 0 from Proposition 2.4

‖Ik‖ ≤ D−1
r and ‖I−1

k ‖ ≤ 1, (4.31)

and we conclude furthermore that

IkXk =
(
(T ∗k c

k
j , X)

)
j∈Λk

(4.32)

is a normally distributed random variable on lmk
∞ .

Hence, it remains for the application of Theorem 4.6 to determine the norm
of an operator uk ∈ L(lmk

2 , lmk
∞ ), which satisfies

ukγk
d
= IkXk

where γk refers to a standard normal Gaussian on the Hilbert space lmk
2 .

If we consider the covariance operator of the random variable IkXk, that is
CIkXk

: (lmk
∞ )∗ → lmk

∞ and recall that lmk
1 is the topological dual space of lmk

∞ , then
there is a linear operator u with adjoint u∗ and

lmk
1

u∗k−→ lmk
2

uk−→ lmk
∞

which provides a factorization of CIkXk
, i.e.

CIkXk
= uku

∗
k.

We then clearly have

ukγk
d
= IkXk
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and get from (2.3) for the operator norm

‖uk‖l
mk
2,∞

=
(
‖CIkXk

‖l
mk
1,∞

)1/2

. (4.33)

But for the latter expression, we immediately can verify

‖CIkXk
‖l

mk
1,∞

= sup
{
‖CIkXk

u‖l
mk∞

: u ∈ lmk
1 , ‖u‖l

mk
1
≤ 1
}

= max
i,j∈Λk

|(ej, CIkXk
ei)|

= max
i,j∈Λk

|E(ej, IkXk)(ei, IkXk)|

= max
i,j∈Λk

|E(T ∗k c
k
j , X)(T ∗k c

k
i , X)|

= max
i,j∈Λk

|(T ∗k ckj , CXT
∗
k c

k
i )|

(4.34)

by (4.32) and the notion of ei as the evaluation functional on the i-th component
in lmk

1 and lmk
∞ .

The final estimate for the last expression is now given by the following Lemma.
Here we will identify CX with a tensor in C[0, 1] ⊗λ C[0, 1] as well as with a
function in C([0, 1]2), which is justified by the isometrically isomorphic identities

C[0, 1]⊗λ C[0, 1] ∼= C([0, 1], C([0, 1])) ∼= C([0, 1]2)

from Proposition 2.2.

Lemma 4.7. There is a constant Cr > 0, such that for any covariance op-
erator CX : (C[0, 1])∗ → C[0, 1] with associated covariance function Γ(s, t) :=
(δs, CXδt) ∈ C([0, 1]2), it holds true that

max
i,j∈Λk

∣∣(T ∗k ckj , CXT
∗
k c

k
i )
∣∣ ≤ Crwr,r(Γ, 2

−k)∞.

Proof. We will show only

max
i,j∈Λk

∣∣∣(T ∗k ckj ⊗ T ∗k c
k
i

)( n∑
l=1

xl ⊗ yl

)∣∣∣ ≤ Cr sup
0<h1,h2≤2−k

∥∥∥(∆r
h1
⊗∆r

h2

)( n∑
l=1

xl ⊗ yl

)∥∥∥
λ

for arbitrary
∑n

l=1 xl⊗ yl ∈ C[0, 1]⊗C[0, 1], which is due to the continuity of the
involved operators sufficient for the assertion.
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Thus, by repeated use of (4.28) and the linearity of ∆r
h, we verify

max
i,j∈Λk

∣∣∣(T ∗k ckj ⊗ T ∗k c
k
i

)( n∑
l=1

xl ⊗ yl

)∣∣∣ = max
i

max
j

∣∣∣ n∑
l=1

T ∗k c
k
j (xl)T

∗
k c

k
i (yl)

∣∣∣
= max

i
max

j

∣∣∣T ∗k ckj( n∑
l=1

T ∗k c
k
i (yl)xl

)∣∣∣
≤ Cr max

i
sup

0<h1≤2−k

sup
s∈[0,1−h1]

∣∣∣∆r
h1

( n∑
l=1

T ∗k c
k
i (yl)xl

)
(s)
∣∣∣

= Cr sup
h1

sup
s

max
i

∣∣∣T ∗k cki ( n∑
l=1

∆r
h1
xl(s)yl

)∣∣∣
≤ C2

r sup
h1

sup
s

sup
0<h2≤2−k

sup
t∈[0,1−h2]

∣∣∣∆r
h2

( n∑
l=1

∆r
h1
xl(s)yl

)
(t)
∣∣∣

= C2
r sup

h1,h2

sup
s,t

∣∣∣ n∑
l=1

∆r
h1
xl(s)∆

r
h2
yl(t)

∣∣∣
= C2

r sup
h1,h2

∥∥∥(∆r
h1
⊗∆r

h2

)( n∑
l=1

xl ⊗ yl

)∥∥∥
λ
.

Hence, the assumptions of Theorem 4.6 are satisfied and we arrive at the
following new upper bound, which relates the quantization error of X to the
smoothness of its covariance functions.

Theorem 4.8. Let 1 ≤ p <∞ and X be a centered Gaussian on (C[0, 1], ‖·‖∞)
with covariance function Γ(s, t) := EXsXt, which satisfies for some r ∈ N and
some α > 0

wr,r(Γ, 2
−k)∞ � 2−αk as k →∞.

Then, it holds
dn(X)p � n−α/2 as n→∞,

and
eN(X)p � (logN)−α/2 as N →∞.

Proof. We start with the case r ≥ 2, since in this setting we have Sr
k ⊂ C[0, 1]

and may apply Theorem 4.6 on the Banach space (E, ‖·‖) = (C[0, 1], ‖·‖∞). As
above, we set

Xk := TkX,

which implies

X =
∞∑

k=0

Xk a.s., rkXk = 2k + r − 1
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and PXk(Ek) = 1 for Ek := Sr
k .

Moreover, the isometries Ik : Sr
k → lmk

∞ are uniformly bounded due to Propo-
sition 2.4.

In addition, the factorization CIkXk
= uku

∗
k yields as above mentioned

ukγk
d
= IkXk

and the assumptions on the smoothness of Γ in combination with Lemma 4.7,
(4.33) and (4.34) imply

‖uk‖l2,∞ � 2−αk/2 as k →∞.

Thus, the requirements of Theorem 4.6 are fulfilled and we get the existence of a
sequence of random variables Yn ∈ Lp(E) with rkYn ≤ n and

‖X − Yn‖p � n−α/2 as n→∞,

which yields the assertion about the Kolmogorov n-width.
Since X has Gaussian moments of any order, Theorem 4.6 also applies for

p′ > p, so that the assumptions of Theorem 4.1 are satisfied and we may conclude
from Corollary 4.2

eN(X)p � (logN)−α/2 as N →∞.

Concerning the case r = 1, we have to embed X into the Banach space
(D[0, 1], ‖·‖∞). Since the embedding τD[0,1] : C[0, 1] → D[0, 1] is continuous,
τD[0,1](X) is again a Radon random variable on D[0, 1].

Furthermore, this embedding does not alter the optimal quantization error
nor the Kolmogorov n-width of X. This can be seen as follows.

Let Q2
k denote the Quasi-Interpolant of order 2, i.e. we have from (2.10)

Q2
kf =

∑
j∈∆k

(δ(j+1)/2k , f)N2(2k · −j),

which is a continuous operator from D[0, 1] into S2
k with ‖Qk‖ ≤ 1, since

‖Q2
kf‖∞ ≤ max

j∈∆k

|f((j + 1)/2k)| ≤ ‖f‖∞.

Thus, we may map any random variable Y on D[0, 1] into S2
k ⊂ C[0, 1] by means

of Q2
k and conclude for the approximation error of Q2

kY

‖X −Q2
kY ‖∞ ≤ ‖Q2

kX −Q2
kY ‖∞ + ‖X −Q2

kX‖∞
≤ ‖τD[0,1](X)− Y ‖∞ + ‖X −Q2

kX‖∞,

where ‖X − Q2
kX‖∞ becomes arbitrarily small for k → ∞, due to Theorem 2.6

and X ∈ C[0, 1].
Hence, the assertion follows again from Theorem 4.6 and Corollary 4.2 for

τD[0,1](X) on (E, ‖·‖) := (D[0, 1], ‖·‖∞).
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Note that it is even possible to sharpen the above results for the choices
r = 1, 2 in the following way:

From (2.6) we have for the “mother” B-splines from (4.24)

N1(x) = 1[0,1)(x) and N2(x) = x1[0,1)(x) + (2− x)1[1,2)(x) (4.35)

and may set according to (2.10)

ckj :=

{
δj/2k r = 1

δ(j+1)/2k r = 2
, j ∈ Λk, (4.36)

since in the case r = 1, each spline S ∈ S1
k is constant on [j/2k, (j + 1)/2k).

Moreover, the ckj are already bounded linear functionals on C[0, 1] resp D[0, 1],
hence they coincide with the γk

j from the Quasi-Interpolant Qk.
Presenting here only the further proceeding for r = 2, we conclude for k ≥ 1:

Tkf(x) =
∑
j∈Λk

(δ(j+1)/2k , f)N2(2kx− j)−
∑

j∈Λk−1

(δ(j+1)/2k−1 , f)N2(2k−1x− j)

=
∑
l∈Λk

[∑
j∈Λk

(
δ(j+1)/2k , f

)(
δ(l+1)/2k , N2(2k · −j)

)
−

−
∑

j∈Λk−1

(
δ(j+1)/2k−1 , f

)(
δ(l+1)/2k , N2(2k−1 · −j)

)]
N2(2kx− l).

(4.37)

Using

(
δ(l+1)/2k , N2(2k · −j)

)
= N2

(
l + 1− j

)
=


0 l < j

1 l = j

0 l > j

and

(
δ(l+1)/2k , N2(2k−1 · −j)

)
= N2

(
(l + 1)/2− j

)
=



0 l < 2j

1/2 l = 2j

1 l = 2j + 1

1/2 l = 2j + 2

0 l > 2j + 2

we recognize that all the terms in (4.37) with odd l vanish and conclude

Tkf(x) =
∑
l∈Λk
l even

(
− 1

2
δl/2k + δ(l+1)/2k − 1

2
δ(l+2)/2k , f

)
N2(2kx− l)



4 A NEW UPPER BOUND 50

and

T ∗k c
k
l =

{
−1

2
δl/2k + δ(l+1)/2k − 1

2
δ(l+2)/2k l even

0 l odd.

In addition, we have for k = 0

T0f(x) = Q0f(x) = (δ0, f)N2(x+ 1) + (δ1, f)N2(x),

which implies
T ∗0 c

0
l = δl+1.

Hence, we arrive at

f =
∑
k≥0

Tkf =
∑
k≥0

∑
j∈∆k

(T ∗k c
k
j , f)N2(2k · −j)

= (δ0, f)N2(·+ 1) + (δ1, f)N2

+
∑
k≥1

2k−1−1∑
j=0

(−1

2
δ2j/2k + δ(2j+1)/2k − 1

2
δ(2j+2)/2k , f)N2(2k · −2j),

(4.38)

which is in fact nothing else than an expansion of f in the famous Faber Schauder-
Basis of C[0, 1] (c.f. [Fab10]).

Since N2(2kx− 2j), j ∈ {0, . . . , 2k−1 − 1} even consists of hat functions with
disjoint support [j/2k−1, (j + 1)/2k−1] (see figure 4.1) and

‖N2(2k · −2j)‖∞ = 1,

we have

‖Tkf‖∞ = max
j∈Λk

|(T ∗k ckj , f)|

= 2 max
0≤j≤2k−1−1

∣∣(δ2j/2k − 2δ(2j+1)/2k + δ(2j+2)/2k , f)
∣∣. (4.39)

The last expression can also be written in terms of the finite difference operator,
i.e.

(δ2j/2k − 2δ(2j+1)/2k + δ(2j+2)/2k , f) = ∆2
2−kf(j/2k−1),

such that the analogon of (4.28) now reads

‖(T ∗k ck· , f)‖l
mk∞

= 2 max
0≤j≤2k−1−1

∣∣∆2
2−kf(j/2k−1)

∣∣ ∀f ∈ C[0, 1].

Note moreover, that due to (4.39) the inequalities (4.31) now hold with Dr =
1, i.e. Ik defines an isometric isomorphism. Furthermore the analogon of Lemma
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Figure 4.1: B-Splines of order 2 as Faber Schauder-Basis in C[0, 1], i.e. N2(2kx−
2j) for j ∈ {0, . . . , 2k−1 − 1} and k = 3.

4.7 may be developed as

max
i,j∈Λk

∣∣(T ∗k ckj , CXT
∗
k c

k
i )
∣∣ = 4 max

0≤i,j≤2k−1−1∣∣E(δ2i/2k−2δ(2i+1)/2k + δ(2i+2)/2k , X)(δ2j/2k − 2δ(2j+1)/2k + δ(2j+2)/2k , X)
∣∣

= 4 max
i,j

∣∣∆2
(2−k,2−k)Γ(i/2k−1, j/2k−1)

∣∣
≤ 4 sup

0<h≤2−k

sup
s,t∈[0,1−2h]

∣∣∆2
(h,h)Γ(s, t)

∣∣.
(4.40)

Regarding the case r = 1, we arrive in the same way at the representation

f =
∑
k≥0

Tkf = (δ0, f)N1 +
∑
k≥1

∑
j∈∆k−1

(δ(2j+1)/2k − δ2j/2k , f)N1(2k · −2j),

which implies the estimate

max
i,j∈Λk

∣∣(T ∗k ckj , CXT
∗
k c

k
i )
∣∣ ≤ sup

0<h≤2−k

sup
s,t∈[0,1−2h]

∣∣∆1
(h,h)Γ(s, t)

∣∣. (4.41)

If we now assume that there is a function g : [−1, 1] → R, such that∣∣∆r
(h,h)Γ(s, t)

∣∣ =
∣∣(∆2

hT−h

)r
g(t− s)

∣∣ ∀s, t ∈ [0, 1− rh], (4.42)
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we clearly get

sup
0<h≤2−k

sup
s,t∈[0,1−rh]

∣∣∆r
(h,h)Γ(s, t)

∣∣ = sup
0<h≤2−k

sup
z∈[−1,1−2rh]

∣∣∆2r
h g(z)

∣∣
≤ w2r(g, 2

−k).
(4.43)

This condition is especially fulfilled for stationary X, since then we have

Γ(s, t) = Γ(0, |t− s|)

so that we may set
g(t) := Γ(0, |t|)

and arrive at

∆0
(h,h)Γ(s, t) = Γ(s, t) = g(t− s) =

(
∆2

hT−h

)0
g(t− s).

Furthermore, we may conclude inductively for l < r, since ∆(h,h) and T−h com-
mute,

∆l
(h,h)Γ(s, t) = ∆l−1

(h,h)∆(h,h)Γ(s, t)

= ∆l−1
(h,h)Γ(s+ h, t+ h)−∆l−1

(h,h)Γ(s+ h, t)

−∆l−1
(h,h)Γ(s, t+ h) + ∆l−1

(h,h)Γ(s, t)

=
(
∆2

hT−h

)l−1
g(t− s)−

(
∆2

hT−h

)l−1
g(t− s+ h)

−
(
∆2

hT−h

)l−1
g(t− s− h) +

(
∆2

hT−h

)l−1
g(t− s)

=
(
∆2

hT−h

)l−1(−∆2
hT−h

)
g(t− s)

= −
(
∆2

hT−h

)l
g(t− s),

which yields condition (4.42).

Thus, we may conclude again from Theorem 4.6 and Corollary 4.2 in conjunc-
tion with (4.40), (4.41) and (4.43):

Theorem 4.9. For 1 ≤ p < ∞ and r ∈ {1, 2} let X be a centered Gaussian on
(C[0, 1], ‖·‖∞), whose covariance function Γ(s, t) := EXsXt satisfies

sup
0<h≤2−k

sup
s,t∈[0,1−rh]

∣∣∆r
(h,h)Γ(s, t)

∣∣ � 2−αk as k →∞,

or assume for l ∈ {0, . . . , r} the existence of a function g : [−1, 1] → R with∣∣∆l
(h,h)Γ(s, t)

∣∣ =
∣∣(∆2

hT−h

)l
g(t− s)

∣∣ ∀s, t ∈ [0, 1− lh]

and
w2l(g, 2

−k)∞ � 2−αk as k →∞
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for some α > 0.
Then, it holds

dn(X)p � n−α/2 as n→∞,

and
eN(X)p � (logN)−α/2 as N →∞.

Note that we clearly have for r = 1, 2 and Γ ∈ C[0, 1]2

sup
0<h≤2−k

sup
s,t∈[0,1−2h]

∣∣∆2
(h,h)Γ(s, t)

∣∣ ≤ wr,r(Γ, 2
−k).

Thus, it holds with α > 0{
Γ : wr,r(Γ, 2

−k) � 2−αk, k →∞
}
⊂
{

Γ : sup
h

sup
s,t

∣∣∆2
(h,h)Γ(s, t)

∣∣ � 2−αk, k →∞
}

and Theorem 4.9 indeed sharpens the results of Theorem 4.8.
Another useful tool to derive an upper bound for the bivariate modulus of

smoothness is the following proposition.

Proposition 4.10. For Γ : [0, 1]2 → R denote the section of Γ by Γs := Γ(s, ·).
Then, for r ∈ N0 and δ > 0

wr,r(Γ, δ)∞ ≤ 2r sup
s∈[0,1]

wr(Γs, δ)∞.

Proof. Since the linear operators ∆(h1,h2) and Th commute, we may conclude using
the binomial theorem∣∣∆r

(h1,h2)Γ(s, t)
∣∣ =

∣∣(T(h1,0) − I
)r(

T(0,h2) − I
)r

Γ(s, t)
∣∣

=

∣∣∣∣∣
(

r∑
l=0

(
r

l

)
(−1)r−l T l

(h1,0)

)(
T(0,h2) − I

)r
Γ(s, t)

∣∣∣∣∣
≤

r∑
l=0

(
r

l

)∣∣∣(T(0,h2) − I
)r

Γ(s+ lh, t)
∣∣∣

=
r∑

l=0

(
r

l

)∣∣∣∆r
h2

Γs+lh(t)
∣∣∣

and it follows

wr,r(Γ, δ)∞ = sup
0<h1,h2≤δ

sup
s,t∈[0,1−rh]

∣∣∆r
(h1,h2)Γ(s, t)

∣∣
≤

r∑
l=0

(
r

l

)
sup

0<h1≤δ
sup

s∈[0,1−rh]

sup
0<h2≤δ

sup
t∈[0,1−rh]

∣∣∆r
h2

Γs+lh1(t)
∣∣

≤
r∑

l=0

(
r

l

)
sup

s∈[0,1]

sup
0<h2≤δ

sup
t∈[0,1−rh]

∣∣∆r
h2

Γs(t)
∣∣

= 2r sup
s∈[0,1]

wr(Γs, δ)∞.
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Having proceeded so far in the analysis, we are able to apply the results to
concrete Gaussian processes, which reveals that the upper bound in all theses
cases attains the true rate.

4.5 Examples

We start with the most prominent example of a Gaussian process having its paths
in C[0, 1], the Brownian Motion.

Brownian Motion. The Brownian Motion is the centered Gaussian process
W with paths in C[0, 1] and covariance function

ΓW (s, t) = min{s, t} =
1

2
(|t|+ |s| − |t− s|) .

For the finite difference of the section ΓW
s , we verify

∆hΓ
W
s (t) =

1

2

(
|t+ h|+ |s| − |t− s+ h|

− |t| − |s|+ |t− s|
)

=
1

2
(|t+ h| − |t| − (|t− s+ h|+ |t− s|))

= ∆hg(t)−∆hg(t− s)

(4.44)

with

g : [−1, 1] → R, t 7→ 1

2

∣∣t∣∣.
Hence, it suffices to regard only

∆hg(t) =
1

2

(
|t+ h| − |t|

)
,

for which we derive with h > 0∣∣∆hg(t)
∣∣ =

1

2
h ∀t ∈ [0, 1− h] ∪ [−1,−h]

and ∣∣∆hg(t)
∣∣ =

1

2

∣∣t+ h+ t
∣∣ ≤ 1

2

∣∣t+ h
∣∣+ 1

2

∣∣t∣∣ ≤ h ∀t ∈ (−h, 0).

This yields

w1(Γ
W
s , 2

−k)∞ ≤ 2 sup
0<h≤2−k

sup
t∈[−1,1−h]

∣∣∆hg(t)
∣∣ ≤ 2 · 2−k
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and from Proposition 4.10, we may conclude

w1,1(Γ
W , 2−k)∞ ≤ 2 sup

s∈[0,1]

w1(Γ
W
s , 2

−k)∞ ≤ 4 · 2−k,

so that Theorem 4.8 implies

eN(W )p � (logN)−1/2 .

This rate is sharp, since in [LP02] e.g., it was shown that

eN(W )2 � (logN)−1/2

for W in L2([0, 1], dt), which gives obviously a lower bound for the quantization
on (C[0, 1], ‖·‖∞).

Brownian Bridge. If we impose the additional condition W (1) = 0 a.s. to
the paths of the Brownian Motion, we arrive at the Brownian Bridge, which we
will denote by B.

This process is characterized by the covariance function

ΓB(s, t) = min{s, t} − st,

which clearly decomposes into

ΓB(s, t) = ΓW (s, t)− f(s, t)

for f(s, t) := s · t. Using

sup
s∈[0,1]

|∆hfs(t)| = sup
s∈[0,1]

|s(t+ h)− st| = h,

we arrive at

w1(Γ
B
s , 2

−k)∞ ≤ w1(Γ
W
s , 2

−k)∞ + w1(fs, 2
−k)∞ ≤ C 2−k

and conclude from Theorem 4.8 in combination with Proposition 4.10

eN(B)p � (logN)−1/2.

According to [LP02], this is again the sharp rate.
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Fractional Brownian Motion. Another modification of the Brownian mo-
tion is achieved by fractional integration with parameter 2H ∈ (0, 2). The re-
sulting process is called Fractional Brownian motion and will be denoted by WH .
It is uniquely determined as centered Gaussian process with paths in C[0, 1] and
covariance function

ΓWH (s, t) =
1

2

(
|t|2H + |s|2H − |t− s|2H

)
.

Note that for H = 1/2, we arrive at the ordinary Brownian Motion.
Using the section ΓWH

s , we derive

∆2
hΓ

WH
s =

1

2

(
|t+ 2h|2H + |s|2H − |t− s+ 2h|2H

− 2|t+ h|2H − 2|s|2H + 2|t− s+ h|2H

+ |t|2H + |s|2H − |t− s|2H
)

=
1

2

(
|t+ 2h|2H − 2|t+ h|2H + |t|2H

−
(
|t− s+ 2h|2H − 2|t− s+ h|2H + |t− s|2H

))
= ∆2

hg(t)−∆2
hg(t− s)

with

g(t) :=
1

2

∣∣t∣∣2H
.

If we first focus on H ∈ (0, 1/2], we conclude from the elementary inequality

(a+ b)α ≤ aα + bα, α ∈ (0, 1], a, b ≥ 0,

for h > 0 and t ∈ [0, 1− h]∣∣∆hg(t)
∣∣ =

1

2

(
(t+ h)2H − t2H

)
≤ 1

2
h2H .

Analogously, for t ∈ [−1,−h]∣∣∆hg(t)
∣∣ =

1

2

∣∣(−t− h)2H − (−t)2H
∣∣

=
1

2

(
(−t− h+ h)2H − (−t)2H

)
≤ 1

2
h2H ,

whereas in the case t ∈ (−h, 0) we verify∣∣∆hg(t)
∣∣ =

1

2

∣∣(t+ h)2H − (−t)2H
∣∣

≤ 1

2

∣∣(−t− h+ h)2H
∣∣+ 1

2

∣∣(−t)2H
∣∣ ≤ h2H .
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This yields for H ∈ (0, 1/2]

w1(g, 2
−k)∞ ≤ 2−2Hk. (4.45)

In the case H ∈ (1/2, 1), we use the fact that g is differentiable with derivative

g′(t) =

{
H|t|2H−1 t ≥ 0

−H|t|2H−1 t < 0

Using exact the same arguments as above, we may conclude, since 2H − 1 ≤ 1,

w1(g
′, 2−k)∞ ≤ 2H · 2−(2H−1)k

and Proposition 2.7 implies

w2(g, 2
−k)∞ ≤ 2−kw1(g

′, 2−k)∞ ≤ 2H · 2−2Hk. (4.46)

So, we finally get from (4.45) and (4.46) for general Hurst index H ∈ (0, 1)

w2,2(Γ
WH )∞ ≤ 4 sup

s∈[0,1]

w2(Γ
WH
s , 2−k)∞ ≤ CH2−2Hk

with CH > 0 and Theorem 4.8 yields

eN(WH)p � (logN)−H .

This rate is again, by the lower bound in L2([0, 1], dt) from [LP04], optimal.

Remark. The above example of the Fractional Brownian Motion could also be
tackled by Theorem 4.9. Indeed, we may verify

∆1
h,hΓ

WH (s, t) =
1

2

(
|t+ h|2H + |s+ h|2H − |t− s|2H

− |t|2H − |s+ h|2H + |t− s− h|2H

− |t+ h|2H − |s|2H + |t− s+ h|2H

+ |t|2H + |s|2H − |t− s|2H
)

=
1

2

(
|t− s− h|2H − 2|t− s|2H + |t− s+ h|2H

)
=
(
∆2

hT−h

)
g(t− s)

for g(t) = 1
2

∣∣t∣∣2H
, so that the assertion follows even with r = 1 from (4.46) and

Theorem 4.9.
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Fractional Ornstein Uhlenbeck-Process. Another class of centered Gaus-
sian processes is given by the Ornstein-Uhlenbeck processes, which are solution
of Stochastic Differential equations. We immediately discuss the fractional inte-
grated case, which we denote by Xρ. Its covariance function writes

ΓXρ(s, t) = exp(−α|t− s|ρ)
with α > 0 and ρ ∈ (0, 2).

This process is stationary, thus, in view of Theorem 4.9, we may focus on the
function

f : [−1, 1] → R, t 7→ exp(−α|t|ρ).
Since f̃(z) := exp(−αz) is Lipschitz-continuous on [−1, 1], we have for ρ ∈ (0, 1]
and h > 0 ∣∣∆hf

∣∣ = |f(t+ h)− f(t)| ≤ [f̃ ]Lip

∣∣|t+ h|ρ − |t|ρ
∣∣ ≤ [f̃ ]Liph

ρ

using the same estimates as in the case of the Fractional Brownian Motion.
For ρ ∈ (1, 2), we regard the function

g(t) := |t|ρ,
which is continuously differentiable, thus has a bounded derivative on [−1, 1] and
we get

f ′(t) = −αg′(t)f(t).

This yields∣∣∆hf
′(t)
∣∣ = α

∣∣g′(t+ h)f(t+ h)− g′(t)f(t)
∣∣

≤ α
∣∣g′(t+ h)f(t+ h)− g′(t)f(t+ h)

∣∣+ α
∣∣g′(t)f(t+ h)− g′(t)f(t)

∣∣.
As in the case of the fractional Brownian Motion and since f is bounded on
[−1, 1], we conclude∣∣g′(t+ h)f(t+ h)− g′(t)f(t+ h)

∣∣ ≤ ‖f‖∞
∣∣∆hg

′(t)
∣∣ ≤ ‖f‖∞ hρ−1

and ∣∣g′(t)f(t+ h)− g′(t)f(t)
∣∣ ≤ ‖g′‖∞[f ]Lip h.

Since we are only interested in small values of h, we finally get for h ∈ (0, 1]∣∣∆hf
′(t)
∣∣ ≤ Chρ−1

with a constant C > 0. Hence, by Proposition 2.7 we arrive at

w2(f, 2
k)∞ ≤ C2−ρk

for any ρ ∈ (0, 2) and Theorem 4.9 now implies

eN(Xρ) � (logN)−ρ/2,

which is by [LP04] the true rate.

Note that in all above examples we were able to attain the optimal rate by
means of splines of order r = 1.
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r-fold integrated processes. The situation looks different when we con-
sider more smoother processes, e.g. r-fold integrate ones. Suppose that X is a
centered Gaussian process on C[0, 1] whose covariance function satisfies

wl,l(Γ
X , 2−k)∞ ≤ C2−αk

for some α > 0, l ∈ N and a constant C > 0. Then

X1
t :=

∫ t

0

Xsds

defines the once-integrated version of X and recursively we set

Xr
t :=

∫ t

0

Xr−1
s ds

for the r-fold integrated versions of X with r ∈ N. Thus, Xr ∈ Cr[0, 1] and we
clearly have

DrXr
t = Xt,

where Dr denotes the r-th differential operator, so that we arrive at

Dr,rΓXr

(s, t) = Dr,rEXr
sX

r
t = EDr,rXr

sX
r
t = ΓX(s, t).

Using Proposition 2.8, we may derive

wl+r,l+r(Γ
Xr

, 2−k)∞ ≤ (2−k)2rwl,l(D
r,rΓXr

, 2−k)∞

= C2−2rkwl,l(Γ
X , 2−k)∞

≤ C2−(2r+α)k

and Theorem 4.8 implies

eN(Xr)p � (logN)−(r+α/2).

4.6 Notes

An important tool in the development of the preceding results is the use of a
“discretization” technique, which is based on differences of finite dimensional
blocks, for which we can control both their dimension and their size.

This discretization technique appeared first in [Mai75] and [Höl79] and then
became popular in many approximation theoretic settings c.f. the books [Pie86],
[CS90], [LGM96] and [Pin85].

The proof of Theorem 4.6 has his origin in a series of papers by V.E. Maiorov,
where average n-widths are computed for some special processes (e.g. [Mai96]
and [Mai93]). For the proof of Theorem 4.1, we followed an idea of J. Creutzig
([Cre01]) for a Carl-type inequality. Whereas the idea to put all these pieces
together and to derive a Jackson-type Theorem for the Quantization and average
n-widths numbers with respect to the modulus of smoothness of the covariance
function, seems to be new.
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5 New Optimal Schemes

5.1 New schemes

To describe an Abstract Quantization Scheme, which achieves asymptotically the
optimal quantization rate as presented in section 4, let X be a centered Gaussian
on the Banach space (C[0, 1], ‖·‖∞).

For some r ∈ N, we denote again by Sr
k the Schoenberg space of order r with

2k simple knots in [0, 1], i.e.

tj = j 2−k, j = −r + 1, . . . , 2k + r − 1

with index set Λk := {−r + 1 ≤ j ≤ 2k − 1} and mk := 2k + r − 1.
Moreover, Tk : C[0, 1] → Sr

k , denotes again the projection on Sr
k from (4.26),

and
Ik : Sr

k → lmk
∞ , S =

∑
j∈Λk

(ckj , S)Nk
j 7→

(
(ckj , S)

)
j∈Λk

,

the isometries from (4.30) with de Boor-Fix functionals ckj ∈ (Sr
k)
∗, which satisfy

due to Proposition 2.4

‖Ik‖ · ‖I−1
k ‖ ≤ D−1

r ∀k ∈ N0.

In addition, we set again

Xk := TkX =
∑
j∈Λk

(T ∗k c
k
j , X)Nk

j .

In this setting the proofs of Theorems 4.6 and 4.1 contain a product quantizer
design, which yields an upper bound for the quantization error depending on the
smoothness of the covariance function ΓX of X.

This scheme relies on the explicit construction of some rate optimal solutions
YM to the Kolmogorov n-width problem, for which the proof of Theorem 4.6
and the proceeding of section 4.4 also provide a general principle to reduce this
infinite dimensional problem to some approximation problem on lmk

∞ , which may
be solved by numerical methods.

Nevertheless, we will in the sequel introduce a further Asymptotical Quan-
tization Scheme, which does no longer rely on the explicit construction of the
YM . Instead, the existence of such random variables will be only of theoretical
importance, and the practical part of this problem can be, due to the uniform
boundedness of the isomorphisms Ik, I

−1
k , carried over to the optimal quantization

problem on some lmk
∞ -space.

Therefore, we define for some c′ ∈ N and n := c′ 2M

Zn :=
2M∑
k=0

Xk =
2M∑
k=0

∑
j∈Λk

(T ∗k c
k
j , X)Nk

j ,
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denote by

Jn : Sr
2M → lm2M

∞ , S =
∑

j∈Λ2M

(ckj , S)Nk
j 7→

(
(ckj , S)

)
j∈Λ2M

,

the uniformly bounded isomorphisms from Proposition 2.4, and assume

βn ⊂ lm2M
∞ , |βn| ≤ 2n such that

(
E min

b∈βn
‖JnZn − b‖p

l∞

)1/p

≤ e2n(JnZn)p.

Thus, (Zn, Jn, βn) defines a dyadic Abstract Quantization Design with quan-
tizer

αn :=
(
Jn
)−1

βn,

which attains the following quantization rate

Theorem 5.1. Let 1 ≤ p <∞, r ∈ N and X a centered Gaussian on (C[0, 1], ‖·‖∞)
with covariance function ΓX satisfying

wr,r(Γ
X , 2−k)∞ � 2−αk as k →∞.

Then there exists an asymptotical Abstract Quantization Scheme (Z̃N , J̃N , β̃N)
with (Z̃2n

, J̃2n
, β̃2n

) = (Zn, Jn, βn) such that for

α̃N :=
(
J̃N
)−1

β̃N

it holds (
E min

a∈α̃N
‖X − a‖p

∞

)1/p

�
(
logN

)−α/2
as N →∞.

Proof. Using exactly the same arguments as in Theorem 4.1, it is sufficient to
prove the assertion for the quantization error of αn only for

n := n(M) := c′ · 2M ,

i.e. we show (
E min

a∈αn
‖X − a‖p

∞

)1/p

� 2−αM/2 as M →∞.

As in the situation of Theorem 4.8, the assumptions of Theorem 4.6 on Xk

and Ik are, due to the condition on the smoothness of ΓX , satisfied for α > 0.
Hence, we may set for some p′ > p

YM :=
∑
k≥0

I−1
k ηk =

2M∑
k=0

I−1
k ηk

with ηk from (4.15). This yields for the constant cr := 2r + 1 from (4.16)

rkYM ≤ cr2
M and ‖X − YM‖p � 2−αM/2, as M →∞.
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Thus, YM satisfies the assumptions of Theorem 4.1.
Moreover, we get

‖Zn − YM‖p′ =

∥∥∥∥ 2M∑
k=0

Xk − I−1
k ηk

∥∥∥∥
p′
≤
∑
k≥0

‖Xk − I−1
k ηk‖p′ ,

so that we arrive in the situation of (4.18) and therefore may conclude in the
same way

‖Zn(M) − YM‖p′ � 2−αM/2, as M →∞.

We then derive from the construction of the αn, βn and Propositions 3.2 and
3.4(

E min
a∈αn

‖X − a‖p
∞

)1/p

≤
(
E min

a∈αn
‖Zn − a‖p

∞

)1/p

+ ‖X − Zn‖p

≤
∥∥(Jn

)−1∥∥ · (E min
b∈βn

‖JnZn − b‖p
l∞

)1/p

+ ‖X − Zn‖p

≤
∥∥(Jn

)−1∥∥ · e2n(JnZn)p + ‖X − Zn‖p

≤
∥∥(Jn

)−1∥∥ · ∥∥Jn
∥∥ · e2n(Zn; Sr

2M)p + ‖X − Zn‖p

≤ 2 ·
∥∥(Jn

)−1∥∥ · ∥∥Jn
∥∥ · e2n(Zn)p + ‖X − Zn‖p,

since Sr
2M ⊂ C[0, 1] (resp. D[0, 1] in the case r = 1) and PZn

(Sr
2M) = 1.

In addition, the Jn are uniformly bounded, so we arrive with some constant
C > 0 at (

E min
a∈αn

‖X − a‖p
∞

)1/p

≤ Ce2n(Zn)p + ‖X − Zn‖p.

To apply the result of Theorem 4.1, we have to pass from the quantization
error of Zn to the quantization of the “smaller” random variable YM .

Indeed, this is accomplished by the estimate

e2n(Zn)p ≤ e2n(YM)p + ‖Zn − YM‖p

and, from Theorem 4.1, we then get for n = c′ 2M with c′ from (4.6)

e2n(YM)p = rn(YM)p ≤ C2−αM/2.

Thus, we may conclude(
E min

a∈αn
‖X − a‖p

∞

)1/p

≤ Ce2n(YM)p + ‖Zn − YM‖p + ‖X − Zn‖p

≤ C2−αM/2 + 2‖Zn − YM‖p + ‖X − YM‖p

≤ C2−αM/2,

which yields the assertion.
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The price we have to pay, if we overcome the explicit construction of the
random variable YM and instead define quantizers directly for the simpler random
variable Zn, is an increase in the dimension of the quantization problem.

In fact, provided that it holds wr,r(Γ
X , 2−k)∞ � 2−αk, Corollary 4.2 states that

an asymptotical quantizer with rate (logN)−α/2 can be constructed by quantizing
a random variable Ỹ N with dimension logN .

In contrast, Theorem 5.1 yields that Z̃N , which also attains rate (logN)−α/2,
is up to a constant of dimension (logN)2, that is asymptotically the dimension
of Ỹ N to the square.

An explicit numerical construction of quantizers for the Brownian Motion on
the Banach space C[0, 1] using the above Abstract Quantization Scheme will be
presented in section 6.

5.2 Comparisons with the known schemes

To compare our new schemes with the already known ones for Lq([0, 1], dt) with
1 ≤ q <∞, first of all we return to the product design from the proof of Theorem
4.1.

Recall that the random variables Yk in the proof of that theorem are con-
structed from differences of the finite dimensional random variables Xk, which
are assumed to attain a given approximation rate. In addition, the Xk are op-
timally chosen as solution to the Kolmogorov n-width problem. In the Hilbert
space setting, we know from (4.13) that

Xn :=
n∑

j=1

〈X, ej〉 ej,

with ej the first eigenvectors of CX , is a solution to this n-width problem. Thus,

Yk := Xk −Xk−1 =

nk−nk−1∑
j=1

〈X, enk−1+j〉 enk−1+j

for nk := rkXk, coincides with the finite dimensional approximations Xk from the
Abstract Quantization Scheme of Theorem 3.11, which yields the sharp asymp-
totics for the quantization problem on Hilbert spaces.

Hence, the product quantizer design based on the Yk as differences of solutions
to the n-width problem, which leads in Theorem 4.1 to a weak upper bound for
the general Banach space setting, induces in the Hilbert space setting an asymp-
totical Abstract Quantization Scheme, which reaches even the sharp constant.

On the other hand, in the case E = Lq([0, 1], dt), 1 ≤ q < ∞, note that the
Haar Basis (en)n≥0 from section 3.3.2 is obviously made up by splines of order
r = 1.
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If we proceed as in section 4.4, the de Boor-Fix functionals ckj = δj/2k for
r = 1 are no longer well-defined as linear functionals for f ∈ Lq([0, 1], dt), so that

we may set, using the notion (f, g) :=
∫ 1

0
f(t)g(t)dt,

γk
j : Lq([0, 1], dt) → R, f 7→ 2k(Nk

j , f) = 2k

∫ (j+1)/2k

j/2k

f(t) dt,

which defines an isometric extension of ckj from S1
k to Lq([0, 1], dt) and therefore is

suited as Hahn-Banach extension for the Quasi-Interpolant Qk : Lq([0, 1], dt) →
S1

k , f 7→
∑

j∈Λk
(γk

j , f)Nk
j .

In addition, the operator Tk = Qk −Qk−1 may be developed in this case as

Tkf =
∑

j∈Λk−1

(γk
2j − γk−1

j , f)Nk
2j + (γk

2j+1 − γk−1
j , f)Nk

2j+1. (5.1)

Since Nk−1
j = Nk

2j +Nk
2j+1, it is straightforward to derive

γk
2j − γk−1

j = 2k−1(Nk
2j −Nk

2j+1) = γk−1
j − γk

2j+1

and (5.1) now reads

Tkf =
∑

j∈Λk−1

2k−1(Nk
2j −Nk

2j+1, f)(Nk
2j −Nk

2j+1).

Returning to the Haar basis (en)n≥0 from section 3.3.2, we clearly have

e1 = 1[0,1/2) − 1[1/2,1) = N1
0 −N1

1 ,

which yields for k ≥ 1, j ∈ {0, . . . , 2k − 1}

e2k+j = 2k/2(Nk+1
2j −Nk+1

2j+1).

This, in turn, implies

Tkf =
2k−1−1∑

j=0

(e2k−1+j, f) e2k−1+j

and reveals that the proceeding of section 4.4 is an extension of the Abstract
Quantization Scheme from [LP08] to (E, ‖·‖) = (D[0, 1], ‖·‖∞). Furthermore,
this approach is also capable to take into account a higher smoothness by means
of splines of order r > 1.
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6 Numerical results

We finally present some numerical results for the Abstract Quantization Scheme
from section 5.1 in the case of the Brownian Motion W on (C[0, 1], ‖·‖∞) and
p = 2.

Thus, we know from section 4.5 that the covariance function ΓW (s, t) =
min{s, t} satisfies

w1,1(Γ
W , 2−k)∞ � 2−k as k →∞,

and we may choose r ∈ N arbitrarily to achieve the optimal rate (logN)−1/2 for
W .

Nevertheless, we decide for r = 2, since in that case the isomorphisms JN are
isometric ones, as will be seen later on.

Hence, we set for N ∈ N and some M ∈ N with N ≤ 2c′2M/2
, c′ from (4.6),

ZN :=
M∑

k=0

∑
j∈Λk

(T ∗k c
k
j ,W )N2

j

JN : S2
M → lmM

∞ , S 7→
(
(ckj , S)

)
j∈ΛM

βN ⊂ lmM
∞ , |βN | ≤ N, such that

(
E min

b∈βN
‖JNZN − b‖p

l∞

)1/p

≤ eN(JNZN)p.

The corresponding quantizer αN for W then reads

αN :=
(
JN
)−1

βN =
∑

j∈ΛM

(βN)j N
M
j . (6.1)

Concerning the isomorphisms JN : S2
M → lmM

∞ , we recognize that S is piece-
wise linear on each interval

(
j/2M , (j + 1)/2M

)
, hence

‖S‖∞ =
∥∥∥∑

i∈ΛM

(cMi , S)NM
i

∥∥∥
∞

= max
j∈ΛM

∣∣∣∑
i∈ΛM

(cMi , S)N2(j − i)
∣∣∣

= max
j∈ΛM

∣∣(cMj , S)
∣∣ = ‖JNS‖l∞ ,

with B-spline function N2 from (4.25) and (4.35) so that N2(j − i) = δij for
i, j ∈ ΛM , which reveals that the isomorphisms JN are indeed isometrical for
r = 2.

Examine the proceeding of section 5.1 in detail, we realize that the essential
estimate for the quantization error of the above scheme (ZN , JN , βN) reads

(
E min

a∈αN
‖W − a‖p

∞

)1/p

≤

(
E min

a∈αN

∥∥∥ M∑
k=0

TkW − a
∥∥∥p

∞

)1/p

+
∑
k>M

‖TkW‖p.
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Hence, we may conclude that an increase in the block size M for fixed N may
only lower this bound, since for M ′ > M we get(

E min
a∈αN

M′

∥∥∥ M ′∑
k=0

TkW − a
∥∥∥p

∞

)1/p

≤ eN

(
M ′∑
k=0

TkW ; S2
M ′

)
p

≤ eN

(
M ′∑
k=0

TkW ; S2
M

)
p

≤ eN

(
M∑

k=0

TkW ; S2
M

)
p

+
M ′∑

k=M+1

‖TkW‖p

using the fact that S2
M ⊂ S2

M ′ and JN being isometric isomorphisms.
This actually justifies that we will later on, in the numerical applications, may

choose M as large as possible within the capabilities of the numerical algorithms.

Having now a closer look at the distribution of the random variables JNZN ,
note that we may choose from (4.36)

cMj = δ(j+1)/2M , j ∈ ΛM .

Following (4.38), ZN now reads

ZN = (δ0,W )N0
−1 + (δ1,W )N0

0

+
M∑

k=1

2k−1−1∑
j=0

(
−1

2
δ2j/2k + δ(2j+1)/2k − 1

2
δ(2j+2)/2k ,W

)
NM

2j .

Setting
ξ−1 := (δ0,W ), ξ0 := (δ1,W )

ξl := 2(k+1)/2
(
−1

2
δ2j/2k + δ(2j+1)/2k − 1

2
δ(2j+2)/2k ,W

)
, l = 2k−1 + j

for 1 ≤ k ≤ M and 0 ≤ j ≤ 2k−1 − 1, we immediately see ξ−1 ≡ 0, and some
additional calculations reveal

Eξiξl = δil, 0 ≤ i, l ≤ 2M − 1,

which means that (ξl)l≥0 is an i.i.d sequence of standard normals. Using the
canonical expansion of ZN in the B-spline basis, we arrive at

ZN = ξ0N
0
0 +

M∑
k=1

2−(k+1)/2

2k−1−1∑
j=0

ξ2k−1+j N
k
2j

=
∑
i∈ΛM

(
(δ(i+1)/2M , N0

0 ) ξ0 +
M∑

k=1

2−(k+1)/2

2k−1−1∑
j=0

(δ(i+1)/2M , Nk
2j) ξ2k−1+j

)
NM

i ,

(6.2)
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where the first identity discloses the fact that ZN for N →∞ leads to the well-
known Lévy-Ciesielski expansion of the Brownian Motion (cf. [Cie61]).

To emphasize the linear transformation of the ξl within the big brackets of
the above identity, we define Σ := (γil)0≤i,l≤2M−1 using (4.25) and (4.35) as

γil :=

{
N2
(
(i+ 1)/2M

)
, l = 0

2−(k+1)/2N2
(
(i+ 1)/2M−k − 2j

)
, l = 2k−1 + j

for 1 ≤ k ≤M, 0 ≤ j ≤ 2k−1 − 1 and 0 ≤ i ≤ 2M − 1. Moreover, we set

ζ := Σ ξ

and arrive at

ZN =
2M−1∑
i=0

2M−1∑
l=0

γil ξl N
M
i =

2M−1∑
i=0

(Σξ)iN
M
i =

2M−1∑
i=0

ζiN
M
i (6.3)

with
ζ

d
= N (0,ΣΣT ).

Hence, (
(JNZN)i

)
0≤i≤2M−1

d
= N (0,ΣΣT ),

and (βN
i )0≤i≤2M−1 has to be chosen as optimal N -quantizer for the normal dis-

tributed random variable ζ on l2
M

∞ , which is a standard problem in finite dimen-
sional quantization by numerics.

Therefore, we consider for X
d
= N (0,ΣΣT ) the Distortion function

DX
N : (Rd)N → R, y = (yi

j)1≤j≤d
1≤i≤N

7→ E min
1≤i≤N

‖X − yi‖2
ld∞
,

as objective function, which we want to minimize.
Note that a careful rereading of the proof of Lemma 4.10 in [GL00] reveals

that DX
N is also in case of the l∞-norm differentiable, since the derivative D(‖·‖l∞)

is only nonexistent on the set {(x1, . . . , xd) ∈ Rd : xi = xj for some i 6= j}, which
consists of hyperplanes in Rd and therefore is of PX-measure zero.

Hence, we may apply a Large-Scale Optimization method based on gradient
information to find critical points of DX

N . To be more precise, we employed
the Trust-Region method from [Gay83], which uses a BFGS-Update formula for
second order gradient information, to solve the optimization problem

DX
N (y) → min

y∈(Rd)N
.

This choice has proven in our setting to converge very quickly, which is important
in our case, since each evaluation of DX

N is very time-consuming.
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Concerning the latter problem, we have to deal with numerical integration in
dimension d = 4, 8 or 16. Thus, we cannot anymore employ deterministic integra-
tions methods and therefore have decided for a Quasi Monte-Carlo method, i.e.
we implement a Monte-Carlo method based on the Sobol-numbers from [BF88].
As initialization for the Trust-Region method, we have chosen a scalar product
quantizer, based on the Lèvy-Ciesielski expansion (6.2).

To be more precise, this scalar product design states for N ∈ N as follows.
For some m := 2M ∈ N and l := 2k−1 + j set

X0 := ξ0N
0
0

Xl :=

{
2−(k+1)/2ξlN

k
2j l ≤ m

0 l > m.

Moreover, we define isomorphisms by

I0 : supp(PX0) → (R, |·|), ϑN0
0 7→ ϑ

Il : supp(PXl) → (R, |·|), ϑNk
2j 7→ ϑ

and quantizers in (R, |·|) by

β0 ⊂ R, |β0| ≤ N0, e(ξ0; β0)2 ≤ eN0(N (0, 1))2

βl ⊂ R, |βl| ≤ Nl, e(2−(k+1)/2ξl; βl)2 ≤ 2−(k+1)/2eNl
(N (0, 1))2.

In addition, the quantization grid sizes Nl are chosen as solution to the allo-
cation problemeN0(N (0, 1))2 +

M∑
k=0

2−(k+1/2)

2k−1−1∑
j=0

eNl
(N (0, 1))2

→ minQm
l=0 Nl≤N

.

The scalar product quantizer for W then reads

αsc :=
m∑

l=0

I−1
l βl.

Note that m is naturally bounded by log2N , since the quantizer grid sizes Nl

have to satisfy
∏

l≥0Nl ≤ N and the optimal quantizer for N (0, 1) of size 1 is
{0}.

A product quantizer αsc for N = 12 is shown in Figure 6.1. As already men-
tioned, such a quantizer served as initialization for the Trust-Region method to

minimize DX
N for X

d
= N (0,ΣΣT ).

Moreover, using the Single-Block Design (ZN , JN , βN) from the beginning of
this section, we introduce for M = 2, 3, 4 the notions α4d, α8d, α16d to refer to
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Figure 6.1: Quantizer αsc for N = 12, which serves as initialization for the
optimization method to produce the quantizers from Figure 6.2.

the quantizer α from (6.1) with corresponding dimension 2M , M ∈ {2, 3, 4}. The
same convention will hold for the random variables ZN .

Again, we have drawn some plots for the quantizers α4d, α8d, α16d and N = 12
in Figure 6.2. In addition, we illustrate in Table 6.1 the approximation power of
these quantizers by means of their quantization error with respect to the random
variables ZN in the spline spaces S2

M for M ∈ {2, 3, 4}.

α E min
a∈α

‖ZN
4d − a‖2

∞ E min
a∈α

‖ZN
8d − a‖2

∞ E min
a∈α

‖ZN
16d − a‖2

∞

αsc 0.2255 0.3010 0.3607
α4d 0.2147 0.2902 0.3492
α8d 0.2153 0.2890 0.3480
α16d 0.2154 0.2891 0.3479

Table 6.1: Distortions for the quantizers from Figures 6.1 and 6.2, i.e. N = 12 .

Of most interest is of course the last column of Table 6.1, which allows an
objective comparison of the quantization power of these designs and the influence
of an increasing quantization dimension.

In fact, we observe that for N = 12 an increase of the block size from 8 to 16
does not further reduce the quantization error significantly.

Moreover, we present a quantizer for N = 128 in Figure 6.3 and additional
quantization errors in Table 6.2.
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Figure 6.2: Quantizers α4d, α8d, α16d of size N = 12 for W on (C[0, 1], ‖·‖∞).
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Figure 6.3: Quantizer α8d of size N = 128 for W on (C[0, 1], ‖·‖∞).

N E min
a∈α8d

‖ZN
8d − a‖2

∞

12 0.2890
48 0.1804
96 0.1469

480 0.0960
1080 0.0773

Table 6.2: Distortions of the quantizer α8d.

All the computations were performed using 106 Sobol numbers for the Quasi-
Monte Carlo Integration in the evaluation of DX

N and ε = 10−6 as stopping
criterion for ‖∇DX

N‖.
In fact, it is well known that Trust-Region methods are only converging to

a local minimum of DX
N . Therefore, we have no theoretical evidence that these

quantizers reflect the global minimum of DX
N . But, due to comparisons with dif-

ferent initializations, which also included random initialization, we are convinced
to be very close to the global optimum.

Additionally, it would be sufficient to have only rate optimal quantizers for the
construction of an asymptotically optimal quantization to the Brownian Motion.
In the Hilbert space setting, e.g., it is possible to examine the asymptotical
behaviour of the mapping

N 7→ (logN) · E min
a∈αN

‖W − a‖2
L2 ,

to give evidence that a computed sequence of quantizers αN achieves the optimal
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infinite dimensional rate as in [LPW08].
Unfortunately, it is not possible to compute E mina∈α‖W−a‖2

∞ in our setting,
since we have, in contrast to the Hilbert space setting, no exact formula for the
approximation error term E‖W − ZN‖2

∞.

Due to the fact that the appearance of the quantizers from Figure 6.2 is
similarly smooth as the one from the quantizers for W on the Hilbert space
L2([0, 1], dt) of e.g. [LPW08], it is plausible to compare these two quantizers.

In Figure 6.4, we have drawn the quantizers α16d from Figure 6.2 (the dark
paths) and an optimal quantizer αL2 for W on L2([0, 1], dt) (light-coloured paths).
The latter one was computed using the scheme from Proposition 3.10, i.e. a single
block of dimension 4 from the expansion of W in the eigenbasis of the covariance
operator.
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Figure 6.4: Quantizer α16d of size N = 12 for W on (C[0, 1], ‖·‖∞) (dark paths)
and the quantizer αL2 for W on L2([0, 1], dt) (light-coloured paths).

It is obvious that these two quantizers resemble each other very much, whereas
the ‖·‖∞-quantizer has a bit less curved and more linear paths.

In fact, the differences becomes more visible if we regard the quantization
error of these two quantizers at a fixed timepoint t. E.g., for t = 1 we have

W (1)
d
= N (0, 1), i.e. we regard the quantization error of α(1) := {a(1) : a ∈ α}

for α = α16d, αL2 to N (0, 1).
As a matter of fact, this yields E mina∈α16d

|W (1) − a(1)|2 ≈ 0.0237 and
E mina∈αL2 |W (1) − a(1)|2 ≈ 0.0275. To interpret this difference, note that the
optimal error which could be achieved is e212(N (0, 1)) ≈ 0.0163.
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Hence, compared to the optimal quantization error for a one dimensional
normal distribution, the functional quantizer for W on (C[0, 1], ‖·‖∞) at t = 1
yields a relative difference of 44.8%, whereas the quantizer for L2([0, 1], dt) causes
a relative difference of 68.4% compared with the optimal one for dimension one.
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7 Open Problems / Future prospects

Besides the successful construction of an asymptotically optimal Quantization
Scheme on the Banach space (C[0, 1], ‖·‖∞) and a new upper bound for the op-
timal quantization error and the (average) Kolmogorov n-width based on the
smoothness of the covariance function of the underlying Gaussian process, this
work clearly raises new questions and problems.

The most striking task is of course the question for a corresponding lower
bound to Theorem 4.8, i.e. whether wr,r(Γ, 2

−k)∞ � 2−αk implies eN(X)p �
(logN)−α/2, which would provide evidence that Theorem 4.8, for a proper choice
of the order r, always yields the true rate.

In addition, one may ask for an inverse result of Theorem 4.8, which would
be of Bernstein type, i.e. eN(X)p � (logN)−α/2 implies wr,r(Γ, 2

−k)∞ � 2−αk.
Note that these two statements are not equivalent, unless we can ensure the

existence of the limits eN(X)p/(logN)−α1/2 and wr,r(Γ, 2
−k)∞/2

−α2k for some
α1, α2 ∈ (0,∞).

Otherwise, one could try to establish a connection between the smoothness of
the covariance function and the rate of decay for the eigenvalues of the covariance
operator in the Hilbert space setting.

This immediately leads to the question if there also holds a constructive upper
bound for GaussianX on Lq([0, 1], dt), 1 ≤ q <∞, which is based on the modulus
of smoothness in these Lq-spaces, i.e. wr,r(Γ, 2

−k)q.
Furthermore, motivated by some related problems in deterministic approxi-

mation theory (cf. [Pin85], Ch IV.5), one may wonder if a non-equidistant spline
approximation may also yield the best possible approximation error for finite
n ∈ N in sense of the Kolmogorov n-width.

Finally, it would be interesting to explore the performance of the new quan-
tizers in numerical applications like the ones discussed in [PP05].

Especially those cases would be worth further investigations, where quanti-
zation is used as cubature formula on the Wiener space for a functional F :
C[0, 1] → R, which is only continuous with respect to the ‖·‖∞-Norm and not
any longer for the ‖·‖L2-Norm. This happens for example in the case of the
payoff-functional of a lookback option.

Additionally, the new possibilities which arise from the Spline expansion of
W for hybrid methods, i.e. quantization as variance reduction in Monte Carlo-
methods, seem promising challenges.
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