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Abstract 

The principles of top-down and bottom-up processing are essential to cognitive psychology. At 

their broadest, most general definition, they denote that processing can be driven either by the 

salience of the stimulus input or by individual goals and strategies. Selective top-down attention, 

specifically, consists in the deliberate prioritizing of stimuli that are deemed goal-relevant, while 

selective bottom-up attention relies on the automatic allocation of attention to salient stimuli (Connor, 

Egeth, & Yantis, 2004; Schneider, Schote, Meyer, & Frings, 2014). Variations within neurotransmitter 

systems can modulate cognitive performance in a domain-specific fashion (Greenwood, Fossella, & 

Parasuraman, 2005). Noudoost and Moore (2011a) proposed that the influence of the dopaminergic 

neurotransmitter system on selective top-down attention might be greater than the influence of this 

system on selective bottom-up attention; likewise, they assumed that the cholinergic neurotransmitter 

system might be more important for selective bottom-up than top-down attention. To test this 

hypothesis, naturally occurring variations within the two neurotransmitter systems were assessed. Five 

polymorphisms were selected; two of the dopaminergic system (the COMT Val158Met polymorphism 

and the DAT1 polymorphism) and three of the cholinergic system (the CHRNA4 rs1044396 

polymorphism, the CHRNA5 rs3841324 polymorphism, and the CHRNA5 rs16969968 polymorphism). 

It was tested whether these polymorphisms modulated the performance in tasks of selective top-down 

attention (a Stroop task and a Negative priming task) and in a task of selective bottom-up attention (a 

Posner-Cuing task). Indeed, the dopaminergic polymorphisms influenced selective top-down attention, 

but exerted no effects on bottom-up attention. This aligned with the hypothesis proposed by Noudoost 

and Moore (2011a). In contrast, the cholinergic polymorphisms were not found to modulate selective 

bottom-up attention. All of the three cholinergic polymorphisms, however, affected the general 

response speed in the Stroop task, Negative priming task, and Posner-Cuing task (irrespective of the 

attentional processing). In sum, the findings of this study provide strong indications that the 

dopaminergic system modulates selective top-down attention, while the cholinergic system is highly 

relevant for the general speed of information processing.  
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better performance in the Stroop task (by displaying on average significantly smaller 
Stroop effects). The performance in the Negative priming task and Posner-Cuing task 
was not significantly modulated by the DAT1 polymorphism. . . . . . . . . . . . . . . . . . . . 104  
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Figure 6.6.:  Stroop effect RTs as a function of gender and of the CHRNA5 rs3841324 polymorphism 
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Figure 8.1.:  Mean RTs (derived from the Stroop, Negative priming and Posner-Cuing tasks) as a 
function of the CHRNA4 rs1044396 genotype. The dashed line depicts the linear trend 
line. The error bars depict the standard error of the mean. . . . . . . . . . . . . . . . . . . . .134 
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priming task (B), and Posner-Cuing task (C). Error bars depict the standard error of the 
mean. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135 

 
Figure 8.3.:   RTs in the conditions of the Stroop task (A), Negative priming task (B), and Posner-
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Error bars depict the standard error of the mean. . . . . . . . . . . . . . . . . . . . . . . . . . . . . .136 
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Figure 8.5.:  RTs in the Stroop task as a function of gender and of the CHRNA5 rs3841324 

polymorphism (A) and as a function of gender and the CHRNA5 rs16969968 
polymorphism (B). The effects of both polymorphisms were diametrically opposed in 
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polymorphism and of the G/G genotype of the CHRNA5 rs16969968 polymorphism 
were faster in the Stroop and Negative priming tasks, while the opposite effects were 
observed in the female carriers of these genotypes. Error bars depict the standard 
error of the mean. Notes: ° p < 0.10, * p < 0.05, ** p < 0.01. . . . . . . . . . . . . . . . . . . . . 142 

 
Figure 8.6.:  RTs in the Negative priming task as a function of gender and the CHRNA5 rs3841324 

polymorphism (A) and as a function of gender and the CHRNA5 rs16969968 
polymorphism (B). Again, the effects of both polymorphisms were diametrically 
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mean. Notes: ° p < 0.10, * p < 0.05, ** p < 0.01. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .143 

 
Figure 8.7.:   RTs in the Posner-Cuing task as a function of gender and the CHRNA5 rs3841324 

polymorphism (A) and as a function of gender and the CHRNA5 rs16969968 
polymorphism (B). While male carriers of the S/S genotype were faster than male 
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Figure 8.8.:  Average RTs in the Stroop task (A), Negative priming task (B), and Posner-Cuing task 
(C) as a function of the CHRNA5 diplotypes (S/S_G/G+ vs. S/S_G/G -) and gender. While 
male carriers of S/S_G/G+ diplotype were faster both in the Stroop task and in the 
Negative priming task, female carriers of the S/S_G/G+ diplotype were slower both in 
the Stroop task and in the Negative priming task. The CHRNA5 diplotypes did not 
significantly modulate the response speed in the Posner-Cuing task. Error bars depict 
the standard error of the mean. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .146  

 
Figure 11.1:   The assumed relation between the level of DA signaling and the performance in the 
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Figure 11.2.:  Recommended venues of studying progesterone effects on the α5 subunit of the 
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Chapter 1  

 

Selective Attention 

 

 

 

Without selective interest, experience is an utter chaos. 

 

(William James, 1890) 
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Attention has been researched since the dawn of cognitive psychology at the end of the 

nineteenth century. One of the founding fathers of experimental psychology, William James, 

proclaimed that:  

 

"Everyone knows what attention is. It is the taking possession by the mind, in clear 

and vivid form, of one out of what seem several simultaneously possible objects or 

trains of thought. Focalization, concentration, of consciousness are of its essence. 

It implies withdrawal from some things in order to deal effectively with others, and 

is a condition which has a real opposite in the confused, dazed, scatter-brained 

state which in French is called distraction, and Zerstreutheit in German” (1890, p. 

256).  

 

This quote has remained remarkably timely and profound – and yet it is not possible to entirely agree 

with it. Decades of enduring research on attention have led to the highly complex picture that we 

nowadays have of this concept. There is no all-encompassing theory of attention, nor is there much 

hope to draft one soon. Attention appears to be an almost evasive concept; only at first glance is it 

easily pinpointed. Most theories on attention are of a midsized scope, aiming to dissect the cognitive 

mechanics of specific subprocesses on the basis of a small number of paradigms (Wentura & Frings, 

2012). In this regard, the research discipline resembles a construction site with no shortage of bricks, 

yet no construction plan (Wentura & Frings, 2012). This chapter is intended to provide an overview of 

the construct of attention in general and the construct of selective attention specifically. In subchapter 

1.1, basal functions of attention will be outlined. In subchapter 1.2, different types of attentional 

selection in the visual field will be highlighted. Both subchapter 1.1 and 1.2 are meant to provide a 

framework of how attention can be broadly defined and categorized, both in a general sense and in 

regard to visuospatial selection. Subchapter 1.3 will then be focused on the research history of 

selective attention, elaborating on the causal necessity and understanding of the concept. Subchapter 

1.4 is aimed at the dissociation of selective top-down and bottom-up attention (as well as related 

constructs). Finally, ways of measuring selective top-down and bottom-up attention will be presented 

in subchapter 1.5 and 1.6, respectively. 
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1.1 Approaching attention through its functions 

 

Attention can be approached by classifying the purpose of different types of attention. An early 

classification by William James (1980) will be presented along with a modern, up-to-date view on the 

function of attention (Wentura & Frings, 2012). Selection, planning/controlling and monitoring are 

commonly defined as basal functions of attention (this classification has recently been summarized by 

Wentura and Frings, 2012). Selection is typically described as a mechanism that privileges goal-relevant 

stimuli, enabling target-oriented, purposeful actions. When driving a car, for example, drivers have to 

select stimuli that are relevant for cautious driving. A sign that signifies a speed limit, roadway damage, 

a traffic jam or other potential obstacles is a highly relevant stimulus. Roadside billboards, on the other 

hand, can be ignored without regret. Planning and controlling are needed to prepare and execute 

intentional, non-routinized actions. This component of attention is also required when driving a car, 

especially for beginning drivers who cannot yet rely on many automatized routines. Lacking 

experience, these beginners might have to make the effort of recalling specific traffic rules, or of 

recalling how to handle some parts of the vehicle. Driving will be a lot more difficult if the attentional 

load is high, i.e. if music is playing in the background or if other passengers make conversation. In this 

case, cognitive resources have to be splitted and distributed – this as well is part of the component of 

planning/controlling. Monitoring refers to the constant observation of the own surroundings. A driver 

has to notice abrupt changes; a ball that rolls onto the street is a good indicator that a child might soon 

trail behind. Analogously, the eyes of deer and other wild animals reflect the headlights of a car. While 

the animal itself might largely be hidden from view, the perception of “glowing eyes” should suffice as 

a warning and cause the driver to slow down. As Wentura and Frings (2012) remark, selection, 

planning/controlling and monitoring are not independent of each other. In real-life situations, all three 

functions are often highly intertwined. A driver not only implements driving rules, but is also on the 

lookout for relevant street signs. At the same time, the surroundings are non-consciously screened for 

abrupt changes. This intertwinement means that the different functions can interfere with each other 

(possibly because they draw resources from the same pool). When driving in an unfamiliar city, for 

example, picking the right lane at a busy intersection will be effortful and rely on detecting relevant 

cues. Less resources will then be available to monitor the surroundings for abrupt changes. 

 

 

1.2 Visuospatial selective attention 

 

Another way of classifying attention is by distinguishing what it is directed at (cp. Wentura & 

Frings, 2012). In the visual domain, the allocation of resources to different locations or elements in 
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space has been extensively studied (Klein & Lawrence, 2012). Which elements in the visual field are 

preferentially processed? The last decades of research yielded several answers to this question, and 

one can argue that attention can be location-based, object-based and dimension-based – three 

different types of visuospatial selection that are not mutually exclusive. 

 

Location-based attention. Until the 1970s, it was the dominant view that eye movements can 

be equated with shifts in attention (Ansorge & Leder, 2011), i.e. that the visual focus is equivalent to 

the attentional focus. At that point in time, however, contrary results were already about a century 

old. The German scientist Hermann von Helmholtz (1821-1894) is widely known for his achievements 

in physics, but also investigated phenomena in the fields of medicine and psychology. Helmholtz 

gathered evidence that the focus of spatial attention can be shifted independently of eye movements 

(for an overview, cp. Ansorge & Leder, 2011). He examined attentional shifts via an enclosed box with 

a spyhole. A newspaper page was attached to the inner wall of the box, opposing the spyhole. The box 

was dark and the page was only visible to the participants when the setup was briefly illuminated. The 

participants were asked to fixate the center of the back wall of the box. Simultaneously, they were 

asked to either attend to the center of the back wall (here, the attentional focus equaled the visual 

focus) or to attend to the upper end of the box (here, the attentional focus was not equal to the 

attentional focus). If they were asked to attend to the center, the participants were able to read 

sentences in the middle of the page; if they were asked to attend to the upper corner, they were able 

to read the headlines (but not vice versa). In this way, Helmholtz could demonstrate that the focus of 

attention can diverge from the visual point of fixation (Ansorge & Leder, 2011). Similar results have 

been reported by Posner (1980) to a more widespread recognition (unsurprisingly – given that more 

than a century had passed – he was able to employ more rigorous methods). Posner distinguished 

between orienting (the allocation of attention to a stimulus) and detecting (the conscious awareness 

of a stimulus). He proposed that orienting can be attributable either to sensory input (in this case, the 

locus of control is external) or to processes within an organism (in which case the locus of control is 

central). Furthermore, he distinguished between overt and covert shifts in orienting. As the name 

suggests, overt shifts in attention are accompanied by eye movements (and often also head 

movements), so that they are observable from the outside. The benefit of overt shifts of attention lies 

in the alignment of the visual focus with the spatial region of interest. The visual focus is the area of 

sharpest vision and corresponds to the fovea, the part of the retina with the highest rate of detail 

sensitivity (Klein & Lawrence, 2012). Covert shifts of attention, on the other hand, involve the spatial 

allocation of attention in the absence of head and eye movements (Posner, 1980). Covert attention is 

not as easily investigable as overt attention and has to be inferred through carefully designed 

experiments (Klein & Lawrence, 2012). To this end, Posner utilized a task that is now called the Posner-
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Cuing paradigm or spatial cuing paradigm (see subchapter 1.6 for an elaboration on this task). In this 

task, participants are asked to fixate a central point of the setup at all times. Cues appear prior to the 

appearance of the target. Some of these cues are presented peripherally, i.e. they can appear to either 

side (and in some distance) of the fixation point, at the possible locations of the target. The nature of 

these cues can vary (Klein & Lawrence, 2012); common are changes in luminance which are perceived 

as “light flashes”. Cues that correctly indicate a target location are termed valid, while cues that do not 

indicate the target location correctly are termed invalid. Posner (1980) reported that valid peripheral 

cues led to reaction time (RT) benefits even prior to eye movements. Like Helmholtz, he concluded 

that the focus of spatial attention is dissociable from the visual focus. Posner, Snyder and Davidson 

(1980) likened the focus of spatial attention to a spotlight; according to them, the efficiency of stimulus 

detection is enhanced in the beam of the spotlight, the spatial area of the visual field that is attended 

to (and that is in not to be equated with foveal vision). One of the most debatable assumptions about 

the spotlight is the idea that its beam is constant in size (Müsseler & Prinz, 2002). There are strong 

indications that the size of the attentional spotlight can be adapted for the task at hand (LaBerge, 

1983). In the zoom lens model, spatial attention is likened to the lens of a camera, where the size of 

the attended region can be adapted in a trade-off with the resolution (Eriksen & St. James, 1986). 

Accounts of the preferential processing of attended locations in the visual field have been challenged 

(or rather: expanded) by studies on the processing of objects. 

 

Object-based attention. As target stimuli, Duncan (1984) presented two superimposed objects 

to the participants in his experiments: a box that was slashed by a line. Both the line and the box could 

vary in two feature dimensions (in case of the box, this was its height and the side on which a gap 

appeared; in case of the line, this was the tilt and texture). Duncan compared the performance of 

participants when they had to indicate the presence of two features either in the same object or in 

different objects. The dependent measure of these judgments was accuracy (in this regard it is 

noteworthy that the stimuli were only briefly displayed and that the exposure time was individually 

adapted to avoid both mere chance-levels of detection and ceiling effects). Participants judged, for 

example, the way the line was tilted and textured (same object, two judgments) or the way the line 

was tilted and the box was sized (different objects, two judgments). While two judgments on the same 

object could be made without interference, two judgments on different objects interfered with each 

other and were associated with a decreased level of accuracy in the second-reported dimension. In 

other words, it appears that several targets on the same objects can be processed simultaneously while 

several targets on different objects cannot be processed simultaneously. In this regard, it is important 

to factor in the spatial distance between separate objects. While Duncan (1984) used two 

superimposed objects, Egly, Driver, and Rafal (1994) utilized a different setup. In their experiments, 



 

 
23 

two rectangles were displayed (one of each side of a fixation point). In each trial, a cue appeared at 

one end of one rectangle, i.e. in one of four possible locations. It was the participants’ task to indicate 

the appearance of the target that appeared subsequently at one of the four possible locations. The 

participants reacted more slowly when the target was invalidly cued (this is an effect of location-based 

attention). Importantly, however, these RT costs were significantly smaller when the invalidly cued 

location was part of the object on which the target appeared later on. It was beneficial, in that regard, 

if the attention was directed towards the target-object. It is important to note that each cue/target 

location was equidistant. Spatial distance therefore cannot serve as an explanation for this result. In 

other studies, single-object benefits were noted even when target elements on a single object were 

farther apart than target elements on distinct objects (Behrmann, Zemel, & Moser, 1998; Lavie & 

Driver, 1996). This is a clear indicator that location is not the only factor that influences the allocation 

of attention. 

 

Dimension-based attention. Müller and O’Grady (2000) adapted the judgment paradigm by 

Duncan (1984). The participants were, for instance, asked to judge two attributes of a single object 

and two attributes of two objects (one attribute belonging to each object). When two different 

attributes had to be judged, the attributes could belong either to the same domain (for example, 

judging color: value and saturation) or to different domains (for example: saturation and size). Müller 

and O’Grady noted that the participants were more accurate when they had to make two judgments 

for the same object compared to two judgments for separate objects. Again, this is in support of object-

based attention. However, the participants were also more accurate when they had to make 

judgments within one domain compared to cross-domain judgments. This benefit of a single domain 

was evident even when two objects instead of one had to be judged. The authors conclude that 

attribute- or dimension-based processing operates independently and in addition to object-based 

processing.  

 

Summary. In conclusion, visual selective attention can be directed towards locations 

(independent of present objects), towards objects (independent of their locations) or towards features 

of objects (independent of whether they belong to the same or to different objects). All three types of 

attention can be dissociated from each other1. In everyday life, it is common to attend to locations, 

objects and features simultaneously (or to switch between attending to them). Wentura and Frings 

(2012) used the example of driving a car, where not only specific locations have to be attended (the 

road ahead), but also specific objects (other cars) and specific features (brake lights). While all three 

                                                           
1 Results from visual search tasks indicate that a single feature (or so-called pop-out target) can be detected 
almost without delay no matter where in the visual field it is located (Treisman & Gelade, 1980). Such results are 
in favor of a dissociation of location-based and feature-based processing. 
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types of attention are aimed at different target segments in the visual field (are spatially selective in 

different regards), it is important to note that location-based, object-based and dimension-based 

attention are seen as independent from the basal functions of attention defined in subchapter 1.1 (cp., 

Wentura & Frings, 2012).  

  

 

1.3 An overview on the research on selective attention 

 

Providing selection is one of the basal functions of attention (Wentura & Frings, 2012). Through 

selection, a subset of stimuli is prioritized in relation to others, and this privilege typically benefits goal-

oriented actions. Johnston and Heinz (1978) stated that “[…] we cannot be fully conscious of all the 

inputs that continuously flood our processing systems, some selection of perceptual information is 

needed […]” (p. 2). Selection is usually interpreted to mean that somewhere along the line of 

information-processing, the wide range of sensory perceptions is trimmed and cropped, and results in 

a limited number of intermediary cognitive processes and behavioral outputs. There are three 

imminent question that naturally arise from this assumption – namely the location of selection, the 

necessity of selection and the nature of selection.  

 

The locus of selective attention. If there are limits in information processing, so-called serial 

bottlenecks (Anderson, 2007), where are they located? It is assumed that bottlenecks regulate the 

transition from parallel to serial processing, from a stage of processing in which all stimuli are analyzed 

in a simultaneous, parallel fashion to a slower stage of processing in which one process must be 

completed before the next one begins (Eysenck & Keane, 2010). Psychologists have been debating for 

decades if bottlenecks occur early or late in the sequence information processing. Another fervent 

point of debate has been centered on the criteria of the filter, and on the further fate of non-selected 

stimuli. Of particular interest for this field of research has been the task of dichotic listening. In this 

task, participants listen to a stream of messages on the right ear and a stream of different messages 

on the left ear and are asked to repeat one of these streams out loud (Cherry 1953). At the end of the 

session, the participants are asked what they remember of the message they were not asked to listen 

to. Typically, they remember very little (Anderson, 2007). Cherry (1953) reported that a change in the 

speaker was noticeable if the gender changed and that speech could be distinguished from noise. On 

the other hand, the participants were unable to indicate the language of the unattended message or 

specific contents of it. In his filter theory, Broadbent (1958) tried to explain this phenomenon. He 

proposed a rigorous filtering mechanism in an early stage of processing and hypothesized that relevant 

stimuli are selected on the basis of physical characteristics. According to Broadbent (1958), the 
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attended ear is the physical cue for the filtering process. All information presented there is deemed 

relevant and passed on for serial processing, while information from the unattended ear is not 

processed further. This assumption was shaken by several reports (Gray & Wedderburn, 1960; Corteen 

& Wood, 1972; Corteen & Dunn, 1974), among them the finding that participants recognize their own 

name in the message presented to the “unattended” ear (Moray, 1959). Since recognition requires a 

semantic analysis of the word content, this opposes Broadbent’s idea that only physical characteristics 

like the auditory canal, the voice level or the sound type determine the filtering process. Treisman 

(1960, 1964a, 1964b) extended Broadbent’s theory by the hypothesis that an early filter serves to 

attenuate less relevant information without eliminating it completely. According to Treisman, every 

information can be subjected to a hierarchical series of analyses, and stimuli like the own name, which 

are individually important, have a low threshold for detection. Another theory entirely was devised by 

Deutsch and Deutsch (1963). They assumed that all registered stimuli are processed simultaneously, 

whether they are attended to or not. A message is selected when it is deemed relevant for determining 

and executing a response. In this case, it is entered into working memory and subjected to further 

analyses. The selection of a message can sometimes be at odds with the instructions in this task, if 

participants choose the word meaning as the significant criteria for a response (rather than the ear the 

message is presented at). In the theory by Deutsch and Deutsch (1963), bottlenecks arise only due to 

limits of the response system, late in the course of information processing. The theories of Broadbent 

(1958), Treisman (1960, 1964a; 1964b) and Deutsch and Deutsch (1963) are three prominent accounts 

which seek to explain limits in information processing. Specifically, they seek to explain if selection 

occurs at an early, sensory stage, or after semantic analyses have been completed and the stimulus 

has been fully interpreted. These accounts appear to be at opposing ends of the spectrum. However, 

they can also be elegantly combined when flexible filters are taken into consideration. As in the other 

theories, Johnston and Heinz (1978) assume a procession of subsequent analyses, beginning with the 

perceptual analyses of a stimulus. According to their theory, selection takes place as early as feasible. 

If a response-determining selection can be made early, on physical characteristics like choosing the 

“right ear”, then it is made early. If higher analyses are necessary, selection takes place in a later stage 

of processing. This flexible onset of selection is highly convenient under the assumption that selective 

attention is increasingly required in the course of information processing, and that attention in turn 

requires and drains resources. An early selection would therefore be efficient and desirable.  

 

The cause of selective attention. The views on why selection is necessary differ fundamentally. 

In many of the earlier landmark theories, selective attention was described as a consequence of an 

inherent system limitation of the brain (Allport, 1989), as a mechanism that regulates and organizes 

scarcity (Hommel, 2010). Citing Mesulam (1985), Allport (1993) stated that attentional processes 
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would be superfluous if the brain had the capacity to process every information equally. It is assumed 

that processes of selection serve to protect the mind from overexertion, similarly to how a riverbed is 

protected from overflowing by building a dam. The notion that attention itself is a resource limited in 

capacity – one that can only be sparsely allocated – is a related concept (Allport, 1993). This focus on 

scarcity and natural limits in the cognitive architecture is called the limited-capacity view (Ansorge & 

Leder, 2011). The filter theory by Broadbent (1958) and the attenuation theory by Treisman (1960; 

1964a; 1964b) are based on this point of view. Both of these theories have another key assumption in 

common: a distinction between a stage of parallel processing and a subsequent stage of serial 

processing. This view has been encapsulated by Neisser (1967), whose account has been largely 

influential for several other theories in the field of visual processing and feature integration (Treisman 

& Gelade, 1980; Treisman, 1985; Wolfe, 1994). Neisser distinguished between a preattentive and 

parallel as well as an attentive and serial stage of processing. He assumed that it would be impossible 

to process the whole available visual input simultaneously and in a detailed fashion. Instead, he 

proposed that global operations act on the whole visual field in a largely parallel fashion, prior to the 

employ of attention. According to Neisser, this preattentive stage of processing does not provide fine 

patterns, emotional content or actual awareness of objects, but contributes to perception by 

segmenting the visual field. Preattentive operations amount to a mechanical recognition system that 

creates the context of properties on which attention can act. “Focal attention” (p. 86) is then seen as 

necessary for more far-reaching analyses, which lead to the actual identification of objects in the visual 

field. According to Neisser, focal attention can be only be allocated to parts of the visual field; it is 

costly to engage and heavily draws from cognitive resources. In sum, the preattentive stage is thought 

to be fast, parallel, and is meant to prepare the visual field for further processing. In contrast, the 

attentive stage is seen as slower, serial, spatially selective, and is meant to provide deeper analyses. 

Neisser calls this two-level analysis of visual input a constructive act. How an object is perceived is 

supposed to depend on the selection of relevant information, and relevancy can vary across individuals 

(which means that properties are not automatically or inevitably processed). In a play on the key 

statement of Gestalt psychology that the sum is more than its parts, Neisser adds that the whole is 

prior to its parts (p. 91). The view that systemic limitations are a feature of the mind has been 

incorporated into many theories and models, often under different terms (Hommel, 2010). The 

selection-for-action account is diametrically opposed to the limited-capacity view (Allport, 1987). 

Selective perception is here not seen as a “necessary evil”, but rather as an accomplishment of action 

control (Ansorge & Leder, 2011). At any given time, only a limited number of actions can be executed 

by an organism. A hawk, for instance, can only target a single bird out of a flock of birds. A tree may 

hang full of fruits, but only one apple can be picked by one hand at one point in time. Selective 

processes are then needed to map the target-related aspects of perceptual input to the control 
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parameters of an action system (Allport, 1993). The late-selection theory by Deutsch and Deutsch 

(1963) can be reinterpreted as a selection-for-action account, since selection is here driven by the 

needs of the output system, not by an inherent limitation of the mind. In this theory, it is assumed that 

all sensory input information is fully analyzed and weighted, yet only the goal-relevant informant is 

encoded and used to determine a response (Müsseler & Prinz, 2002). Hommel (2010) even went 

several steps further and labelled attention a “by-product of action control” (p. 134). He considered 

whether systematic interactions between particular types of actions and particular perceptual 

dimensions are derived phylogenetically or ontogenetically – in any case subsuming attention 

completely under an action system. In sum, it is the key assumption of the limited-capacity view that 

inherent limitations of the mind are the reason why selective attention is needed. In contrast, it is the 

key assumption of the selection-for-action view that selective attention causes limits in capacity.  

 

The nature of selective attention. “Attention” is an umbrella term, denoting many different 

processes and effects. Ansorge and Leder (2011) stated that attention does not explain why perception 

is selective, stressing that the term itself is of a descriptive character first and foremost. In fact, the 

term has also been labeled a “pseudo-explanation for the phenomena we still fail to understand” 

(Hommel, 2010, p. 121). In the same vein, the subcategory of selective attention has been defined in 

a multitude of different ways. For example, selection can be used to denote either a causal mechanism 

or the result of a causal mechanism (Allport, 1993; Ansorge & Leder, 2011). In bottleneck models, 

selective attention has been viewed as a processing structure in the stream of information processing 

(Moors & De Houwer, 2006), for example a filter. It has, however, also been viewed as a resource that 

is variably allocated to the different levels of information processing, a fluid source of energy instead 

of a static structure (Moors & De Houwer, 2006; Johnston & Heinz, 1978). Even if one assumes that 

selective attention is a mechanism, there is no consensus on how this mechanism operates. Treisman 

(1960; 1964a; 1965b) assumed that selective attention is a filter, which attenuates less relevant 

information. Houghton and Tipper (1994) assumed that relevant stimuli receive excitatory feedback 

while irrelevant stimuli receive inhibitory feedback – a model in which attenuation and amplification 

are both implicated. Accordingly, the term “selective attention” can be used either to denote the fast 

detection of relevant stimuli or the ignoring (and possibly inhibition) of irrelevant stimuli (Allport, 1993; 

Ansorge & Leder, 2011). The multiple uses of the term can convey fundamentally different (and 

sometimes mutually exclusive) concepts. This ambiguity was described as “dreadfully confusing” by 

Allport (1993). In so far it is important to use a consistent definition of the term, to use measurements 

that are as clear as possible – and to be aware which conclusions can and cannot be drawn from them. 

 

Summary. While the importance of selection is unquestioned, it is not yet clear where selection 

is located in the stream of information processing, how mechanisms of selection operate and why 



 

 

28 

these mechanisms have emerged (i.e., if they originate in a capacity limit of the mind or not). Still, such 

differing views should not be misunderstood as painting a bleak picture – quite the opposite is the 

case. Selective attention as a construct is at the heart of many fruitful debates in cognitive psychology. 

In the context of this dissertation, the questions of where and why will not be further highlighted. The 

question how selective mechanisms operate, however, will be considered in more detail. Of interest 

here are the subtypes of selective top-down and bottom-up attention (for an elaboration, see 

subchapter 1.4 – 1.6), specifically in regard to their neurobiological correlates.  

 

 

1.4 Two sides of a coin: Top-down and bottom-up attention 

 

Selective attention has been introduced in regards to its locus, nature and origin, and multiple 

effects where this type of attention is likely involved have been overviewed. In the following 

subchapters, two specific types of selective attention will be highlighted: top-down and bottom-up 

selective attention. There are quite a few concepts that are closely related to this distinction; three of 

them will be explained in more detail.  

 

Endogenous and Exogenous Attention. The discrimination between these types of orienting is 

attributable to Posner (1980), whose terminology was in part already introduced in subchapter 1.2. 

Through his spatial cuing paradigm, Posner noted that attention can be allocated independently of eye 

movements (covertly). Moreover, he observed that the processing of central or symbolic cues (which 

trigger endogenous attention) differs from the processing of peripheral cues (which trigger exogenous 

attention). Pashler, Johnston, and Ruthruff (2001) stated that Posner modeled the concept of 

exogenous attention explicitly on the concept of a reflex. This adheres to the notion that exogenous 

attention is characterized by a huge degree of automaticity, that the process of attention-drawing by 

salient peripheral stimuli is inevitable once it is initiated. Jonides (1981) tested the effects of central 

versus peripheral cues in a series of experiments. In these, it was the participants’ task to indicate if 

the letter L or R was present in an array of eight letters that were placed on the circumference of an 

imaginary circle. Cues preceded the target display: arrowheads that pointed to the position of a letter. 

The cues were central if they were placed in the center of the imaginary circle. They were peripheral 

if they were placed on the circumference of the circle, next to a letter location. In the first experiment, 

Jonides tested whether a simultaneous working memory task interfered with the performance in the 

cuing task. To this end, participants saw up to seven randomly chosen digits before the beginning of a 
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trial. After the trial, they were asked to recall the string of digits. The validity effect2 in trials with central 

cues decreased under an increasing memory load. In contrast, different memory loads had virtually no 

impact on the validity effect in trials with peripheral cues. The second experiment was identical to the 

first experiment, with the exception that the memory task was omitted. In this experiment, however, 

the participants were instructed on the validity of the cues. In the first subgroup, participants were 

informed that the likelihood of a correct indication of the target location was fairly low. Still, they were 

instructed to attend to the cues, as they were on average (supposedly) beneficial for their 

performance. In the second subgroup, the participants were informed that the cues were only 

randomly coupled to the targets and that it was best to ignore them altogether. The validity of both 

central and peripheral cues amounted to only 12.5 % in this experiment, so that it was most likely that 

the target did not appear at the location that the cue indicated. The participants that were asked to 

ignore the cues were on average 2 milliseconds (ms) slower in trials with valid central cues compared 

to trials with invalid central cues. In contrast, these participants were on average 98 ms faster in trials 

with valid peripheral cues compared to trials with invalid peripheral cues. Thus, the participants were 

able to ignore central cues, but unable to ignore peripheral cues; a RT difference between valid and 

invalid trials with peripheral cues still persisted. In the third experiment, the participants were 

informed about the probability of cue occurrence. The task was identical to the one used in experiment 

one (with the exclusion of the memory task). The first subgroup of participants was informed that 

central cues would appear on 80 % of the trials and peripheral cues on 20 % of the trials. The second 

subgroup was informed that peripheral cues would appear on 80 % of the trials and central cues on 

20 % of the trials. In both groups, the participants were informed about the cue validity (which was 

70 %). Jonides noted that the effectiveness of central cues was directly related to the expectations of 

the participants. In contrast, peripheral cues effectively modulated the performance even if they were 

not expected to occur frequently. In sum, Jonides (1981) concluded that peripheral cues did not heavily 

engage cognitive resources, and maintained their attention-capturing property even the cue validity 

was enormously low, if the participants were instructed to ignore them and if they were informed 

about their low occurrence. In addition, peripheral cues produced greater effects on RTs than central 

cues. For these reasons, Jonides (1981) concluded that there are two modes of attentional control. In 

part this may be due to the deeper encoding of central cues. Jonides specified that central cues, due 

to their symbolic nature, need to be interpreted, while peripheral cues appear at the target location 

(or close to it), so that the determination of their location is a sufficient analysis. Jonides speculated 

that the more extensive processing of central cues renders their impact more vulnerable to interfering 

processes. On a related note, Briand and Klein (1987) investigated whether the concept of Posner’s 

“beam” (1980) can be seen as equivalent to the concept of Treisman’s and Gelade’s “glue” within the 

                                                           
2 The validity effect is the mean RT difference between valid and invalid trials. 
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Feature Integration theory (1980). They did this by using a spatial cuing task with peripheral and central 

cues. The letter “R” served as target and had to be identified. The target could be distinguished from 

distractor letters either on basis of a single feature (feature search) or required a more extensive 

comparison (conjunction search). Referring to the Feature Integration theory, this means that a 

parallel search would be sufficient in the first case but not in the second. The exogenous orienting of 

attention, triggered by peripheral cues, interacted with the search type that was required. The effect 

of cuing was larger when peripheral cues were used in a conjunction-search task. The orienting of 

attention in relation to central cues was similar in both search conditions. This result was replicated by 

Briand (1998) and was interpreted to mean that Posner’s “beam” and Treisman’s and Gelade’s “glue” 

are indeed one and the same process – i.e., the attention that is drawn by peripheral cues helps to 

implement the feature integration of objects. Reviewing these and other studies (Briand & Klein, 1987; 

Briand, 1998; Klein, 1994), Klein and Lawrence (2012) conclude that exogenous attention and 

endogenous attention do not differ in the mode of control over the same “beam” of attention (cp. 

Jonides 1981), but originate from separate sources. In conclusion, the orienting of attention can be 

triggered endogenously or exogenously (Berger, Henik, & Rafal, 2005). Differences between these cues 

lie, for example, in their varying proneness to modulation by cue validity, cue contingencies, and 

instructions on their processing – or in other words, in their degree of controllability. On a grand scale, 

everyday life can be seen as an interplay of competing demands on visual orienting, arising either from 

internal goals (endogenously) or external events (exogenously) (Berger at al., 2005). 

 

 

Automatic and Non-automatic Processing. The concepts of endogenous and exogenous 

attention are closely related to the concept of automaticity – they are not wholly identical, but overlap 

in some parts. Jonides (1981), in fact, proposed that central and peripheral cues differ in the extent to 

which they draw attention automatically. What Posner (1980) had termed “exogenous control”, 

Jonides termed “automatic control”; what Posner had termed “endogenous control”, Jonides termed 

“voluntary control.” Generally, it is assumed that automatic processes require little to no voluntary 

effort. It is also assumed that they are performed fast and in a parallel fashion, use up little attentional 

resources, are not consciously accessibly or consciously controllable, and are mostly relevant in the 

context of comparatively easy or highly practiced tasks. In addition, they are presumed to involve a 

low depth of cognitive processing. The opposite characteristics are assumed for non-automatic 

processes3 (cp. Sternberg, 2008). Accordingly, it was frequently assumed that tasks can be performed 

                                                           
3 It should be noted that many different terms are used to denote the opposite of automatic 

processes. Among those terms are the following: controlled, effortful, conscious, attentional, deliberate and 
strategic (Moors & De Houwer, 2006). Moors and De Houwer (2006) prefer the term “non-automatic” due to its 
neutrality. 
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in two modes of processing (Shiffrin & Schneider, 1977; Shiffrin, Dumais, & Schneider, 1981). However, 

this all-or-nothing point of view is something of an oversimplification and has been replaced by other 

concepts (Moors & De Houwer, 2006). Non-automatized processing can lead to automatized 

processing. Formerly novel tasks that required many resources to accomplish can be automatized with 

practice. Driving a car, for instance, becomes second nature, to the point that a driver can react to 

unforeseen events without employing conscious control over his actions. If another car swerves into 

the own lane on the freeway, a seasoned driver will have little difficulties in swerving as well to avoid 

a collision. Such a swift, automatic reaction can be highly problematic in itself, if the own car is then 

steered into another lane without checking for other vehicles first. In short, automatic processes have 

the advantage of speed, while controlled processes have the advantage of flexibility (Eysenck & Keane, 

2010). Shiffrin and Schneider (1977) let participants judge whether a stimulus in a display-set matched 

stimuli of a previously learned memory-set. After 2100 trials, participants were much faster in 

identifying matches. When the task was reversed so that the memory set was now constituted of 

former distractors, performance suffered drastically. It took 2400 trials to reach the hit rate that had 

been reached after 1500 trials in the original test. It can be concluded that it takes practice to 

automatize actions and even more effort to alter an implemented, automatized routine. There are 

several problems with traditional approaches to automatic and non-automatic processing, among 

them the custom to use the terms automatic and non-automatic descriptively, with no explanation for 

the presumed transition from a slow, serial mode of processing to a fast and parallel one (Eysenck & 

Keane, 2010). Moors and De Houwer (2006) disentangled and analyzed the features that are usually 

subsumed under the concept of (non-)automaticity. They concluded that four features are left if 

overlapping portions are subtracted: goal-relatedness, efficiency, consciousness, and speed. The 

authors caution that these features are interrelated in a complex fashion, so that the presence or 

absence of one feature is no simple indicator for the presence or absence of other features. Logan 

(1985) proposed that practice changes these features independently of each other; that uniform time-

courses cannot be expected. It is essential to consider how attention is related to these four features 

of automaticity (for the following paragraph, cp. Moors & De Houwer, 2006). Goals determine where 

attention is directed; this may extend not only to sensory input but also at the processes that operate 

on the sensory input (“processing goals”4, p. 317). A process can be defined as efficient if it does not 

engage many attentional capacities (this corresponds to the notion that attention is a flexibly 

deployable resource). Consciousness has been closely linked to attention; the accessibility of memory 

content and perceptual experience is commonly seen as grounded on attentional processes (Cowan, 

1995). Processing speed is linked to consciousness and in this way also linked to attention. Speed can 

                                                           
 
4 These goals do not need to be conscious. 
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depend on many contextual factors and its relation to attention is therefore complex. Generally, well-

practiced, unconscious actions are assumed to be quicker than conscious actions. On the other hand, 

non-practiced, conscious actions can benefit from a larger degree of attentional involvement and can 

then be quicker to execute. Of the four features, efficiency is most closely related to attention, as this 

concept is defined by the degree of its attentional engagement. Traditionally, it was assumed that 

automatic processes place no strain on attentional capacity. This notion cannot be upheld anymore 

(Eysenck & Keane, 2010; Kahneman & Chajczyk, 1983). Moors and De Houwer (2006) are in favor of a 

relative concept of automaticity, in which a process can be judged as more automatic or less automatic 

than another process, based on a subjective criterion. This approach differs not only from the strict all-

or-nothing view of automaticity, but also from the gradual view of automaticity. According to the 

gradual view, automaticity can be specified according to its position on a continuum; the poles of this 

continuum signify the absolute extreme of automaticity and non-automaticity (Moors & De Houwer, 

2006). The problem here is that such a continuum is difficult to quantify objectively, and moreover 

that it is questionable whether the extreme poles are even hypothetically possible (Moors & De 

Houwer, 2006). As a solution then, Moors and De Houwer propose a subjective criterion which serves 

as a standard of comparison. For example, one could describe a process as more automatic than it was 

before practice, or as more automatic than another process.  

 

 

Top-down and Bottom-up Attention: Intersections and Differences to Related Concepts. The 

principles of top-down and bottom-up processing are essential to cognitive psychology. At their 

broadest, most general definition, they denote that processing can be driven by stimulus inputs or by 

factors within an individual, like past experiences and expectations (Eysenck & Keane, 2010). The terms 

top-down and bottom-up do not refer to attention exclusively. They can be applied to virtually every 

facet of cognition (Sternberg, 2008) and indicate the interaction of two opposite-directed forces; 

ultimately signifying the interaction between events occurring in an individual and events occurring in 

the environmental surroundings. Pashler and colleagues (2001) stated that it is critical to tease apart 

the principles that govern this interaction if one wants to understand any type of human behavior. In 

regard to attention, Sarter, Givens, and Bruno (2001) defined the terms as: 
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 “‘Top-down’ or ‘bottom-up’ regulation of attentional processes represent 

conceptual principles rather than referring to anatomical systems, such as 

ascending and descending projections. ‘Top-down’ processes describe knowledge-

driven mechanisms designed to enhance the neuronal processing of relevant 

sensory input, to facilitate the discrimination between signal and ‘noise’ or 

distractors, and to bias the subject toward particular locations in which signals may 

appear. […] Such a ‘top-down’ biasing of attentional performance contrasts with 

‘bottom-up’ perspectives that describe attentional functions as driven mainly by the 

characteristics of the target stimulus and its sensory context. ‘Bottom up’ 

perspectives attempt to explain a subject’s ability to detect targets and target-

triggered attentional processing largely by the sensory salience of the targets, and 

their ability to trigger attentional processing by recruiting ‘higher’ cortical areas in 

a bottom-up manner (e.g., from the processing of a visual target in the primary 

visual cortex to temporal regions for object identification and to parietal regions for 

location). Importantly, ‘top-down’ and ‘bottom-up’ processes represent 

overlapping organizational principles rather than dichotomous constructs, and in 

most situations, top-down and bottom-up processes interact to optimize 

attentional performance” (pp. 147.-148). 

 

Selective top-down attention, specifically, is defined as a bias on grounds of cognitive long-term 

strategies or short-term goals (Connor, Egeth, & Yantis, 2004), resulting in the deliberate prioritizing 

of stimuli that are deemed goal-relevant (Schneider, Schote, Meyer, & Frings, 2014). Selective bottom-

up attention, on the other hand, consists in filtering the sensory input for salient features, 

subsequently resulting in attentional shifts towards salient stimuli (Connor et al., 2004; Schneider et 

al., 2014). In contrast to bottom-up attention, top-down attention is assumed to be under voluntary 

control (Pashler et al., 2001). Human behavior can be imagined as lying on a continuum of top-down 

and bottom-up processes (Pashler et al., 2001); though perhaps for scientific practice, a relative 

approach is more suited than a gradual one. Even though the terms “top-down” and “bottom-up” were 

not used by Posner (1980), they were clearly implied when he described the driving forces behind the 

orienting of attention. Posner stated attention could be aligned either due to “a search plan internal 

to the organism” or due to “stimulus input” (p. 5); the literal translation of the word “endogenous” 

means proceeding from within, the literal translation of the word “exogenous” means proceeding from 

outside. In this way, Posner’s concepts of exogenous and endogenous orienting clearly overlap with 

the top-down/bottom-up concept. Conversely, the orienting of attention constitutes only a minor 

portion of the cognitive processes that can be described in terms of top-down and bottom-up forces. 

To use a closely related example in the visual domain, attention is not always directed to a specific 

location, but can also travel randomly and then come across goal-relevant or especially salient stimuli 

(Moors & De Houwer, 2006; Fox, Russo, Bowles, & Dutton, 2001). Posner’s modes of orienting are not 
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only related to the top/down principle, but also to (non-)automaticity. Observing differences in the 

processing of central and peripheral cues, Jonides (1981) assumed that exogenous control equaled a 

more automatic control, while endogenous control equaled a more voluntary control. This assumption 

that exogenous orienting is faster, more efficient, less conscious and less goal-related can certainly be 

shared. Generally, the concept of the exogenous and endogenous control of orienting benefits from 

its clear, precise definition. In comparison, (non-)automaticity is a much broader concept that 

encompasses not only different modes of orienting, but a huge array of processes in all sensory 

domains. The relationship between (non-)automaticity and top-down/bottom-up attention can almost 

be condensed to one key feature: voluntariness or goal-relatedness. Bottom-up shifts of attention are 

frequently describes as involuntary, top-down shifts of attention are frequently described as voluntary 

(Connor et al., 2004; Theeuwes, 2010). In the first case, control lies outside the individual; in the second 

case, control lies inside the individual. Theeuwes (2010) stated that “[top-down] selection is 

completely volitional: at any time, a person can choose at will from the environment what to select” 

(p. 77). Moors and De Houwer (2006) considered purely stimulus-driven processes to be unintentional 

and unrelated to proximal or remote goals. In contrast, top-down attention can then be defined as 

more goal-related, or as an “active volitional process” (Theeuwes, 2010, p. 77). Active implies 

awareness. It is noteworthy, then, that goal-relatedness does not fully equal volitional control; Moors 

and De Houwer (2006) state that goals can be unconscious as well. In sum – trying to disentangle the 

different concepts previously introduced – it can be stated that the exogenous and endogenous 

orienting of attention can be largely subsumed under the concepts of top-down/bottom-up attention 

and (non-)automaticity, but not vice versa. Top-down/bottom-up attention and (non-)automaticity 

partially overlap, but should not be equated. There is, however, a component of less automaticity to 

top-down attention. For visual selection, Theeuwes (2010) concluded that attention be allocated either 

voluntarily and in accordance with an individual’s goals, or can be allocated to salient stimuli regardless 

of their value for the current goal-set. This process has been termed attentional capture. For instance, 

it can be said that peripheral cues in a Posner-Cuing task capture attention. Theeuwes (2010) described 

this process as a “passive automatic way” (p. 77), implicating that the process is not consciously 

initiated and executed. It has been a point of much debate what contributes to stimulus salience, i.e. 

what properties actually make a stimulus stand out from its context and lead to attentional capture 

(Pashler et al., 2001). There are opposing theories on the role and impact of selective top-down and 

bottom-up attention, respectively. Folk and colleagues (1992) designed an experiment in which the 

color and the abrupt onset of both targets and distractors was varied. They found that distractors only 

capture attention when their properties overlap with those of the target – i.e., color distractors are 

salient in the context of color targets, and abrupt-onset distractors are salient in the context of abrupt-

onset targets, but not vice versa (also cp. Pashler et al., 2001). This finding could be replicated with 
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three different dimensions as well (Folk, Remington, & Wright, 1994). These results indicate that top-

down processes might dominate bottom-up processes. It was proposed that bottom-up processes are 

not hard-wired – i.e., that involuntary shifts of attention are not triggered like a reflex at any salient 

input (Folk et al., 1992; Pashler et al., 2001). In conditions of spatial uncertainty, these processes are 

assumed to respond selectively to those properties that can potentially predict the location of a target 

(Folk et al., 1992). The authors termed the involuntary capture of attention within the frame set by 

top-down goals Contingent Attentional Capture (Folk et al., 1992; Folk et al., 1994; Remington, Folk, & 

McLean, 2001). It is important to note that involuntary shifts of attention are not negated in this model 

– rather, their sphere of impact is redefined. Folk and colleagues (1992) compared this to the 

programming of a software. According to situation-specific goals, a code is compiled. This code 

specifies the internal control settings of the software. It determines which stimuli properties will lead 

to shifts in attention. Once the program is running, however, those stimuli that capture attention do 

not do so in a voluntary, controllable way. In other words, the configuration of the control setting 

occurs offline, while the automatic allocation of attention occurs online (Pashler et al., 2001). The 

Contingent Attentional Capture account favors a dominant role of top-down control. In contrast, a 

dominant role for bottom-up attention has been proposed by Theeuwes (2010). He assumed that there 

is an attentional window in the visual field; this window can be adapted in size (attention can be more 

or less spread-out). Theeuwes assumed that preattentive processes take place exclusively within this 

window and provide computational analyses of salience. In alignment with these, the object with the 

highest salience (the object that is most unlike its context) is then selected for further processing. This 

selection is supposed to be spatial and completely subsumed under bottom-up control; top-down goal 

sets do not factor into this process. Once it has been selected, the object can be identified. Before 

selection, it is salient; after selection, the object can be identified as something bright red on a green 

background5. When the object has been identified, it is matched to internal goals. If it is goal-relevant, 

a response is made. If it is not relevant, top-down attention facilitates a quick disengagement of 

attention and inhibits this location. The approach of Theeuwes (2010) is similar to the Contingent 

Attentional Capture approach insofar as analyses take place only in a pre-set frame that can be 

voluntarily modulated – but: the attentional window denotes only the spatial distribution of attention 

and is not related to internal goal-sets. The initial wave of analyses take place without top-down 

involvement; it is presumed that the spatial selection of an object is first and foremost driven by 

bottom-up processes. In contrast, it is assumed by the Contingent Attentional Capture approach that 

salience itself is preset in a top-down fashion. In sum, visual selection is attributable to top-down and 

                                                           
5 Theeuwes assumed that top-down knowledge cannot affect the preattentive processing stream because 
dimensions are not identified at this stage of processing (the categories here are “like” and “unlike”, not “red” 
and “green”).    
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bottom-up processes to varying degrees. Some accounts favor a dominant role of top-down attention; 

others favor a dominant role of bottom-up attention.  

 

 

1.5 Measuring selective top-down attention 

 

The Stroop task. This task is one of the most well-established paradigms in cognitive 

psychology, no doubt due to the fact that the Stroop effect or congruency effect obtained here is both 

large and robust (MacLeod, 1991) and serves to illuminate the processing of interference and response 

conflicts. The task is named after its inventor, John Ridley Stroop, who reported a series of three 

experiments in 1935. Stroop let participants read two sheets of words with a hundred words each. One 

of the sheets contained words (red, blue, green, brown, purple) that were printed in matching 

(congruent) or non-matching (incongruent) colors. The other sheet contained the same sequence of 

words but was printed in black. In the first experiment, it was the participants’ task to read the sheets 

as quickly as possible. A comparison of the overall time needed for each sheet indicated no effect of 

interference between the word content and the word color. On average, the participants needed 43 

seconds (s) to complete the sheet with color words and 41 s to complete the sheet with black words. 

In the second experiment, it was the participants’ task to name the print color as quickly as possible. 

As before, they were given a sheet of color words printed in different colors. This time, the second 

sheet did not feature words but an equal number of colored squares. The color had to be indicated 

here as well. On average, the participants needed 110 s to complete the sheet with colored words and 

63 s to complete the sheet with colored squares. While no test of significance was applied by Stroop, 

he reported that the difference between both conditions equaled 4.35 standard deviation units in 

terms of the square-color-naming performance. So far, the results can be summed up to mean that 

participants experienced little trouble in reading words, no matter what color they were printed in. On 

the other hand, they did experience difficulties when stating the print color of a word with color 

content (e.g., “blue” printed in red). This phenomenon is now known as the Stroop effect. In his third 

experiment, Stroop examined the effect of practice and found that after participants were on average 

34 % faster in the color-naming condition on the last day of practice. However, as MacLeod (1991) 

notes, the interpretation of this result is rendered difficult due to methodological problems. Modern 

versions of the Stroop task differ from the original variants in several ways. Usually, the task is now 

computerized and the RT is measured in relation to each stimulus, not in relation to whole lists. Instead 

of verbally stating the word color, manual reactions are often required of the participants (e.g. by 

pressing keys on the keyboards). The task has also been modified more drastically (MacLeod & Dunbar, 

1988; Flowers, Warner, & Polansky, 1979; for an overview, see again MacLeod, 1991). Nevertheless, 
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the phenomenon of interference is still at the core of the Stroop task. Interference refers to 

incongruent stimuli in which the color does not match the content. These stimuli typically lead to 

slower RTs and more errors if the color has to be indicated (MacLeod, 1991), the reason for this effect 

being that the processing of the feature dimension content interferes with the feature dimension color. 

One process (reading) hinders and obstructs another process (color naming). A popular explanation of 

this effect has been made with the automaticity account (MacLeod, 1991), which states that reading 

is such a well-practiced action that its execution is automatic and cannot be suppressed. Naming a 

color, on the other hand, is a skill that is rarely needed and therefore much less automatic. As stands 

to reason, the role of automaticity for the Stroop effect can by examined by training participants in 

this skill. MacLeod and Dunbar (1988) did exactly that and reported that a less practiced action became 

more automatic and then even interfered with the more practiced action (in a manner of speaking, 

this can be seen as a reversal of Stroop’s first experiment). In conclusion, the Stroop task is ideally 

suited to examine selective top-down attention, since one specific feature (color) has to be selected 

against others and because in doing so, a less practiced process has to be shielded against a reasonably 

more practiced process. As color is only more goal-relevant because it was instructed as such, this 

relies on top-down control. 

 

The Negative Priming task. This task is closely related to the Stroop task. While task-relevant 

features and task-irrelevant features are part of the same object in the Stroop task, different stimuli 

are usually used as targets and distractors in the Negative Priming task. In a typical sequence of this 

task, a prime trial is succeeded by a probe trial; in both cases, participants attend to a target and try to 

ignore additional stimuli that require no response (Fox, 1995). Neill (1997), for example, used a setup 

in which a string of three letters was presented in the prime and probe trial. Participants had to indicate 

which letter was presented at the location in the middle (target identification task). The two flanking 

letters were always identical to each other and required no response. A repetition of the target from 

prime to probe usually results in a positive priming (PP) effect, i.e. a facilitated response to the target 

in the probe trial (Fox, 1995). This facilitated processing can be manifested in shortened RTs and 

smaller error scores. In contrast, the negative priming (NP) effect denotes a slowdown in RTs and a 

possible increase in errors if the distractor of the prime trial becomes the probe target (May, Kane, & 

Hasher, 1995). The NP effect shows that the ignoring of an object interferes with its subsequent 

processing as response-relevant. A large variety of different NP tasks have been introduced, covering 

a plethora of research questions (for an overview, see Fox, 1995, and May, Kane, & Hasher, 1995). 

Tipper (1992) proposed that dual processes are at work in selective attention: excitatory processes 

aimed towards a target and inhibitory process aimed away from distractors. According to Houghton 

and Tipper (1994; 1996), the NP effect is caused by the interference of these processes. More precisely, 
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Houghton and Tipper assume that perceptual input receives excitatory input upon registering and is 

matched against an internal template. The input can then be identified as a target and receive internal 

support, i.e. further activation, or be identified as a distractor and receive inhibitory feedback. In this 

context, the authors speak of the “excitatory foregrounding of targets and inhibitory backgrounding 

on nontargets” (Houghton & Tipper, 1996, p. 26). When the distractor stimulus is not displayed 

anymore, its internal representation still receives inhibitory feedback but stops to receive the 

excitatory feedback derived from its visual displaying. In this case, Houghton and Tipper assume that 

the stimulus becomes suppressed below background levels of activation. They term this an inhibitory 

rebound. Rebounds are assumed to be very transient phenomena. When a previous distractor is 

displayed as a target in this time interval, however, it is need of a larger activation than a wholly novel 

input would be. This “overcoming” of the inhibitory rebound is assumed to be at the core of the NP 

effect (Houghton & Tipper, 1996). Another theory of the NP effect has been formulated with the so-

called Episodic Retrieval account (Neill, 1997; Mayr & Buchner, 2007). In sum, the Negative Priming 

task is well suited to measure selective attention, since a target has to be selected among non-targets 

here. At the same time, the task taps top-down attention. As in the Stroop task, the relevancy of the 

target is based on (arbitrary) instructions. In the case of distractor-to-target trials, what is arguably the 

dominant response has to be overridden and another response enforced instead (reacting instead 

ignoring). 

 

1.6 Measuring selective bottom-up attention 

 

The Posner-Cuing task. This task has become a staple in the research on covert orienting, both 

for exogenous and endogenous attention (Posner, 1980; Posner, Nissen, & Ogden, 1978; Klein & 

Lawrence, 2012; Wenzel, 2012). In this task, participants are instructed to keep a fixation cross fixated 

at all times; this is crucially important to avoid overt shifts in attention. Typically, two boxes are located 

next to the fixation cross, one on each side. The target is preceded by a cue that validly or invalidly 

indicates the target position. Arrows are used as central cues; they replace the fixation point for a short 

interval and point to one of the boxes. Peripheral cues are salient on a sensory level (e.g., changes in 

luminance, which are perceived as a bright flash) and are typically presented at a location where the 

target can appear. The target appears in one of these boxes and is sometimes presented alongside 

with a distractor (that appears in the other box). Most often, participants are asked to indicate the 

appearance of the target (detection task). In newer studies, target identification – for example in 

regard to color or form – is also required more frequently (Wenzel, 2012). Responses are typically 

facilitated in valid trials and slowed in invalid trials. These effects are termed benefits and costs, 

respectively. The average RT difference between invalid and valid trials results in the Posner effect or 
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validity effect, which is greater when peripheral cues are used (Jonides, 1981). The time courses of 

facilitation and inhibition differ characteristically from central to peripheral cues (Müller & Rabbitt, 

1989). Various modulations of the Posner-Cuing task have already been introduced in subchapter 1.2 

and 1.4. In a Posner-Cuing task with peripheral cues, Posner and Cohen (1984) manipulated the 

stimulus-onset-asynchrony (SOA), the time interval between the onset of the cue and the onset of the 

target. As before, valid cues facilitated the subsequent response to the target at short SOAs. If the 

SOAs exceeded 200 – 300 ms, however, valid cues led to RT costs (cp. Klein, 2000). This effect is termed 

inhibition of return, and is interpreted as biasing orienting away from already examined objects, and 

thus encouraging orienting towards novel objects (Klein, 2000). In sum, the Posner-Cuing task is well 

suited to illustrate spatial selectivity and the exogenous variant (in which peripheral cues are utilized) 

is ideal to measure selective bottom-up attention.  

 

The Dot Probe task. This task can be seen as an affective variant of the Posner-Cuing task 

(Wenzel, 2012) and measures selective attention to emotionally salient stimuli (MacLeod, Mathews, 

& Tata, 1986; Koster, Crombez, Verschuere, & De Houwer, 2004). In the first experiment in which this 

task was utilized (MacLeod et al., 1986), the sequence of events was the following: two words were 

presented in each trial, one above the other. One word was always threat-related while the other word 

was always neutral. In a third of the trials, a dot appeared at one of the word locations. It was the 

participants’ task to read the upper word aloud and to react to the appearance of the dot by pressing 

a button. MacLeod and colleagues (1986) reported that participants with a generalized anxiety 

disorder were faster to detect the dot when it replaced a threat word instead of a neutral word. While 

this task was first developed to investigate attentional biases in the context of psychological disorders, 

it has been adapted and used in a broader context since then (Wenzel, 2012). The simultaneous 

presentation of two cue stimuli – for example words, but often also pictures – is still at the core of the 

task (Wenzel, 2012). The participants are then asked to indicate the presence of a subsequently shown 

target, most often a dot or a circle. The required response to it can vary; participants can be asked to 

indicate the presence of the target irrespective of its location (detection task), or to indicate the 

position of the target (probe location task) or to identify one of several targets, i.e. the type of target 

(probe classification task) (Wenzel, 2012; Mogg & Bradley, 1999). It is not common anymore that word 

cues are read aloud, or that a specific target location is highlighted (as it was the case in the original 

experiment, see MacLeod et al., 1986). A typical result in the Dot Probe task is the faster response to 

a target that was preceded by emotional cues (Wenzel, 2012). This effect is especially noticeable if 

disorder-specific cues are used in a sample of participants with that disorder (Wenzel, 2012). The 

relative effect of different types of cues was tested in a study by Brosch and colleagues (2011). In this 

study, participants fixated a cross which was then replaced by an arrow (a central cue). The arrow 
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would either point to a box on its left or on its right side. Afterwards, the arrow was replaced by a 

fixation cross and two peripheral stimuli were presented simultaneously. In each box, a picture of was 

shown (one always neutral and one always fearful, the latter being the peripheral emotional cue). At 

the same time, the frame of one of the boxes was thickened. This was perceived as a bright flash by 

the participants (the peripheral neutral cue). Both the central cues and the peripheral neutral cues that 

were used in this study correspond to the stimuli that Posner (1980) utilized to study endogenous and 

exogenous attention. The peripheral emotional cues that were used are typical Dot Probe stimuli. 

While the central cues were valid in 70 % of the trials, the peripheral exogenous and emotional cues 

were valid in 50 % of the trials. All three cue types were orthogonally manipulated, so that their effects 

could be dissociated. Brosch and colleagues (2011) reported that the cues had additive effects in the 

condition with a SOA of 100 ms. The RTs decreased linearly with the number of valid cues, being 

shortest when all cues were valid at the same time, i.e., when all cues correctly indicated the location 

of the target. In the long SOA condition (800 ms), only the central cues had an effect on the RTs. The 

participants were faster if the arrow correctly indicated the target location. The authors concluded 

that both peripheral types of cues operate in a similar fashion and cause effects that are of a rapid, 

reflexive, quickly decomposing nature. Since their execution did not mutually interfere with each 

other, it can be assumed that separate mechanisms must be at work behind them. This interpretation 

was strengthened by results from an electroencephalography experiment in the same study (Brosch 

et al., 2011), where the temporal loci of the effects of both cue types were disentangled. Both cue 

types were valid in 50 % of the trials and thus had no predictive value. Nevertheless, participants 

proved to be faster if the peripheral cues correctly indicated the target location – proving that they 

attended to them. In sum, it can be concluded that both types of cues trigger stimulus-driven bottom-

up processes (Brosch et al., 2011). Since these processes are not identical, the Dot Probe task has an 

additional value in relation to the Posner-Cuing task, tapping into emotional processing.  

Summary. Both the Stroop task and the Negative Priming task are well suited to measure 

selective top-down attention. In their most typical forms, the task are non-spatial, i.e. participants are 

not asked to attend to multiple areas of a display but rather to one location (which means that the 

overt or covert orienting of attention cannot be examined with these tasks). Usually, target 

identification is required of the participants. The attentional control is assumed to be more top-down 

driven, as it is voluntarily directed towards the target. In contrast, both the Posner-Cuing task and the 

Dot Probe task can be used to measure selective bottom-up processes. Both tasks measure spatial 

selectivity and tap covert attentional processes. In case of the Posner-Cuing task, target detection is 

most often required of the participants. In case of the Dot Probe task, the required responses vary. 

The attentional control is assumed to be more bottom-up driven in both tasks, as it is not voluntarily 

directed towards the target and is dependent on the salience of the stimulus material. 
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Chapter 2  

 

The Dopaminergic and Cholinergic 
Neurotransmitter Systems 

 

 

 

The brain is a world consisting of a number of unexplored continents and great 

stretches of unknown territory.  

 

(Santiago Ramón y Cajal) 
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In the previous chapter, the complex psychological concept of attention was introduced. 

Traditionally, psychologists have been fond of “box models” to explain cognitive processes. 

Broadbent’s filter model (1958), for example, has often been visualized as a box model. The sensory 

input that reaches the receptive organs can be symbolized by arrows, which are directed at a box 

entitled selective filter; the input that passes the filtering process at this stage can be forwarded to 

another box entitled limited capacity decision channel, and so on (cp. Treisman, 1964a; 1964b). 

Usually, the proceedings within a box are relatively well described, but the transfer of information 

from one box to another remains as nebulous as the neurobiological correlates of the entire sequence 

of processing. Of course, cognitive processes do not take place in a vacuum, but in the biological 

medium of the central nervous system (CNS). For decades, research disciplines focused on the mind 

and research disciplines focused on the brain have – in a manner of speaking – lived parallel lives. This 

changed significantly in the 1990s with the rise of new methods that made the inner workings of the 

brain more accessible. Prominent among those are imaging techniques and methods in the field of 

molecular genetics. Brain-centered and mind-centered research disciplines have now grown 

considerably closer and the vibrant field of Cognitive neuroscience attests to that. This chapter will be 

focused on ways in which neurotransmitter modulate cognitive processes, both in regard to attention 

and in regard to response speed. Neurotransmitters are sometimes also called messenger substances, 

and this is exactly what they are – the carriers of information within the CNS. Neurotransmitter 

molecules are released from the axon terminal of one neuron and bind to receptors on another 

neuron, thus enabling communication between neighboring cells (von Bohlen und Halbach & 

Dermietzel, 2006). These points of contacts between neurons are termed synapses. Importantly, 

neurotransmitters are unevenly distributed within the different brain structures. It has been reported 

that variations within neurotransmitter systems (concerning, for example, neurotransmitter 

concentrations) can modulate cognitive performance in a domain-specific fashion (Greenwood, 

Fossella, & Parasuraman, 2005). Examining variants of neurotransmitter-relevant genes is one way of 

accessing naturally occurring variations within neurotransmitter systems. This method is easily 

applicable in samples of human participants, while other methods – like the administration of agonists 

or single-unit recordings – can be too invasive and risky to allow their application. For those interested 

in the link between specific genes and cognitive performance, the current field of literature yields 

several obstructions. Studies with a focus on neurobehavioral molecular genetics have been conducted 

increasingly since the mid-1990s, but many of the older studies rely on small samples and are thus 

underpowered to detect the effects of individual genes. In addition, many studies in the field of 

molecular genetics are aimed to dissect the cognitive performance in healthy participants and in 

participants with specific diseases or disorders. For instance, the genetic basis of the Attention-

deficit/hyperactivity disorder (ADHD) is comparatively well researched, while less studies are aimed at 
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the examination of selective attention in healthy participants. This chapter will be focused on the 

importance of two neurotransmitters systems for selective attention: dopamine (DA) and 

acetylcholine (ACh). While the main focus of this dissertation is the moleculargenetic dismantling of 

top-down and bottom-up selective attention, a secondary aim is the examination of response speed 

differences on the basis of variations within the cholinergic system (cp. subchapter 2.6). Consequently, 

this thesis is focused on the influence of DA-inactivating proteins on selective attention and on the 

influence of the nicotinic receptor class on attention as well as response speed. In subchapter 2.1, the 

pathways of the dopaminergic system will be highlighted. In subchapter 2.2, the metabolism of DA in 

terms of synthesis and degradation will be detailed. In subchapter 2.3, the effect of the catabolic 

enzyme catechol-O-methyl transferase on cognition will be discussed, specifically in regard to a genetic 

variation in its expressing gene, the COMT Val158Met polymorphism. Analogously, the dopamine 

transporter and the effect of one of its genetic variations will be discussed in subchapter 2.4. The 

pathways of the cholinergic system will be highlighted in subchapter 2.5. The nicotinic acetylcholine 

receptor will be introduced in subchapter 2.6, along with three of its genetic variations. In sum, this 

chapter is intended to outline important characteristics of the dopaminergic system and the 

cholinergic system and serves to highlight the genetic variations that are the focus of this thesis. 

 

 

2.1 Dopaminergic pathways 
 

The absolute amount of dopaminergic neurons in the brain is relatively low, yet DA neurons 

project to wide-spread regions of the brain and are intricately intertwined with other neurotransmitter 

systems (Schandry, 2006). A single dopaminergic neuron in the midbrain, for example, forms up to 

100000 varicosities, each one establishing synaptic contacts with other neurons (von Bohlen und 

Halbach & Dermietzel, 2006). The connectivity of DA midbrain neurons thus well exceeds the 

connectivity of average neurons, which are linked to about 10 000 other neurons (Kosslyn & 

Rosenberg, 2001). Three to four major DA pathways in the brain are differentiated: the nigrostriatal 

pathway, the mesocortical and mesolimbic pathway (often also referred to as the mesocorticolimbic 

pathway), and the tuberoinfundibular pathway (see figure 2.1.).  
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Figure 2.1.:  The four major projection tracts of the dopaminergic system (figure taken and adapted from 

Snyder, 1999). (1) The nigrostriatal pathway. (2/3) The mesolimbic and mesocortical pathway. 

(4) The tuberoinfundibular pathway. 

 

The nigrostriatal pathway originates in the population of dopaminergic neurons in the substantia nigra 

(Deumens, Blokland, & Prickaerts, 2002). These neurons project to the dorsal striatum, which 

constitutes an important part of the basal ganglia6 (Deumens et al., 2002). The nigrostriatal pathway 

is involved in the regulation of motor function, as is evident from the deficits that patients of 

Parkinson’s disease display. This neurodegenerative disorder is characterized by the degeneration of 

dopaminergic neurons in the substantia nigra and results in motoric deficits, among them tremor, 

rigidity, and akinesia (Deumens et al., 2002; Trepel, 2008). One of the most important dopaminergic 

areas in the brain is the ventral tegmental area (VTA), a midbrain cluster of dopaminergic cell bodies 

                                                           
6 The basal ganglia is a subcortical structure of the telencephalon. In general, the striatum and the globus pallidus 
are seen as the core structures of the basal ganglia (Trepel, 2008). The striatum, in turn, can be distinguished into 
a dorsal part (consisting of the nucleus caudatus and putamen) and a ventral part (consisting of the nucleus 
accumbens and parts of the tuberculum olfactorium) (Deumens et al., 2002; Trepel, 2008). 
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that is located in close vicinity to the substantia nigra (von Bohlen und Halbach & Dermietzel, 2006). 

This cell group is the source of both the mesolimbic and mesocortical pathway. The projections of the 

VTA to the septal nuclei, the amygdala, and the ventral striatum are counted as the mesolimbic 

pathway, while the projections to the frontal cortex, the cingulate cortex, and the entorhinal cortex 

are counted as the mesocortical pathway (Riederer & Laux, 2010). The mesolimbic pathway plays a 

role in exerting reinforcing properties; it is a target site for psychostimulant drugs like cocaine or 

metamphetamine, which cause sensations of euphoria and heightened alertness, amongst other 

symptoms (Pierce & Kumaresan, 2006). The mesolimbic pathway has been described as a “generalized 

approach-seeking system that […] allow[s] organisms to generate efficient goal-directed activities in 

response to a large number of positive and negative incentives” (Ikemoto & Panksepp, 1999, p. 32). 

This pathway mediates learning-related processes in the prefrontal cortex (PFC) by providing 

prediction error signals that indicate when a reward fails to appear or appears at a different time than 

expected (Miller & Cohen, 2001). The mesocortical pathway is of great importance to cognitive 

functioning. An altered rate of DA transmission in the PFC has been linked to the occurrence of 

cognitive deficits (Goldman-Rakic, Muly, & Williams, 2000). In general, prefrontal dopaminergic activity 

has been associated with working memory performance (Goldman-Rakic et al., 2000; Brozowski, 

Brown, Rosvold, & Goldman, 1979), rule acquisition (Glickstein, DeSteno, Hof, & Schmauss, 2005), and 

cognitive flexibility as well as decision-making (Floresco & Magyar, 2006), to name just a few cognitive 

parameters that appear to be modulated by DA. Floresco and Magyar (2006) concluded in their review 

that the DA projections to the PFC crucially mediate executive functions, which is an umbrella term for 

control processes that regulate a variety of subprocesses through the updating of working memory, 

shifting between task sets and the inhibition of inappropriate responses (thus, “executive functions” 

are understood as high-order regulation mechanisms of cognition, cp. Miyake et al., 2000). Of the 

major pathways, the tuberoinfundibular pathway is the most regionally limited one (consisting only of 

short projections within the hypothalamus). Hypothalamic DA acts as release inhibiting factor for 

prolactin (Gudelsky, 1981), which is a stress-sensitive hormone and a mediator of the hormonal 

changes during puberty and pregnancy, but more generally also important for the libido (Schandry, 

2006). In sum, DA is a wide-spread neurotransmitter in the brain and involved in the regulation of 

many different functions. The mesolimbic and mesocortical pathway are the most important routes by 

which the dopaminergic system modulates cognitive functioning and regulates affective states. 
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2.2 The DA metabolism (synthesis and degradation) 
 

DA, norepinephrine, and epinephrine are catecholamine neurotransmitters: chemically 

characterized by their catechol compound and side-chain amines. The precursor for the biosynthesis 

of catecholamines is the non-essential amino acid tyrosine (Kuhar, Couceyro, & Lambert, 1999). 

Tyrosine is either supplied by food or synthesized in the body via the tyrosine hydroxylase enzyme. 

The high concentration of endogenous tyrosine leads to a virtual saturation of tyrosine hydroxylase, 

making this enzyme the rate-limiting factor of the catecholamine biosynthesis (Kuhar et al., 1999). 

Tyrosine is converted into L-DOPA by the tyrosine hydroxylase enzyme, while DA is formed efficiently 

through the decarboxylation of L-DOPA by the DOPA decarboxylase enzyme (Kuhar et al., 1999). The 

synthesis of DA takes place in the presynaptic terminals of dopaminergic neurons; DA is here formed 

in the cytosol and then transported into presynaptic vesicles, to hinder the degradation of the 

molecules by the enzyme monoamine oxidase (von Bohlen und Halbach & Dermietzel, 2006). An 

increased supply of cerebral L-DOPA will lead to an increased DA synthesis (von Bohlen und Halbach & 

Dermietzel, 2006). Unlike its precursors, DA cannot cross the blood-brain barrier (von Bohlen und 

Halbach & Dermietzel, 2006). Dopaminergic neurons are characterized by their large number of 

varicosities both in the dendrites and in the preterminal region of the axon collaterals (von Bohlen und 

Halbach & Dermietzel, 2006), amounting to complex interconnections. Once released from the 

presynaptic terminal into the synaptic cleft, DA molecules can bind to DA receptors and to some β-

adrenergic receptors (Purves et al., 2001). There are two main types of DA receptors: the D1-like family 

(composed of the D1 receptor and D5 receptor) and the D2-like family (composed of the D2, D3, and 

D4 receptor) (Riederer, Eckert, Thome, & Müller, 2010). The receptors differ in their distribution, 

subcellular locations and in the chain of processes that is initiated by their activation (Riederer et al., 

2010). DA can be inactivated and degraded in different ways. In general, DA-signaling is stopped when 

the DA molecules are removed from the synaptic cleft; this either leads to their recycling or 

degradation (Meiser, Weindl, & Hiller, 2013). The removal is achieved by specific reuptake mechanisms 

(von Bohlen und Halbach & Dermietzel, 2006). In addition, DA can also be rapidly returned into the 

presynaptic terminal via the dopamine transporter (DAT) (Giros, Jaber, Jones, Wightman, & Caron, 

1996), a membrane-spanning protein that is located on presynaptic axon terminals and dendrites 

(Nirenberg, Vaughan, Uhl, Kuhar, & Pickel, 1996). DAT leads to the reuptake of DA, but does not 

degrade DA itself. In contrast, monoamino oxidase enzymes lead to the oxidative deamination of DA 

(Youdim, Edmondson, & Tipton, 2006), thus also degrading the neurotransmitter (Tunbridge, Harrison, 

& Weinberger, 2006). DA can also be inactivated and degraded by the catechol-O-methyl transferase 

(COMT) enzyme. COMT catalyzes the transfer of a methyl group from S-adenosyl-L methionine to DA, 

thus creating 3-methoxythyramine (Matsumoto et al., 2003), which is then further degraded into 
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homovanillic acid (for an overview on the DA catabolism, see Tunbridge et al, 2006). COMT and DAT 

are differently distributed throughout the dopaminergic centers of the brain. Overall, COMT plays a 

more important role for the inactivation of DA in the PFC, while DAT plays a more important role for 

the striatal inactivation of DA (Tunbridge et al., 2006). The effects of COMT and DAT will further be 

highlighted in the following two subchapters. 

 

2.3 Catechol-O-methyl transferase  
 

COMT was first described by Axelrod and Tomchick (1958). Among the substrates of COMT are 

not only catecholamines, but also catecholestrogens, intermediates of the melanin metabolism, 

ascorbic acid, and xenobiotic catechols (Lundström et al., 1995). Drugs with a catechol structure are 

also inactivated by COMT – like L-DOPA, which is used as a medication in Parkinson’s disease, or 

methyldopa, which is used to treat hypertension (Lundström et al., 1995; Weinshilboum, Otterness, & 

Szumlanski, 1999). Two isoforms of the COMT enzyme have been detected: a soluble, cytoplasmatic 

form (abbreviated to S-COMT) and a membrane-bound form7 (abbreviated to MB-COMT) (Craddock, 

Owen, & O’Donovan, 2006). The two isoforms are not equally distributed throughout the body. In most 

tissues, S-COMT is the predominant isoform. In the brain however, MB-COMT predominates. Here, 

MB-COMT constitutes about 70 % of the produced COMT enzymes (Tenhunen et al., 1994). Through 

in situ hybridization, it could be determined that COMT messenger ribonucleic acid (mRNA) is 

expressed in all layers of the PFC as well as in the striatum (Matsumoto et al., 2003). In rats, COMT is 

also expressed in the hippocampus (Matsumoto et al., 2003; Rivett, Francis, & Roth, 1983). Yet, the 

levels of COMT expression differ vastly between different brain areas. While COMT mRNA is expressed 

in abundance in the PFC, it is comparatively scarcer in the striatum (Matsumoto et al., 2003). In 

contrast, DAT is expressed at high levels in the striatum but only at low levels in the PFC (Sesack, 

Hawrylak, Matus, Guido & Levey, 1998; Lewis et al., 2001). Male COMT-deficient knockout mice 

displayed a 2- to 3-fold DA increase in the frontal cortex (Gogos et al., 1998)8. MB-COMT is 

characterized by a much higher affinity for DA than S-COMT (Matsumoto et al., 2003). This is only 

consequential, as the PFC appears to be the main center of COMT activity in the brain and as the DA 

concentrations in this region are much lower than, for example, in the striatum (Matsumoto et al., 

                                                           
7 There is no consensus where MB-COMT is located on a subcellular level. Tunbridge and colleagues (2006) 
outlined different findings, concluding that MB-COMT is likely located on postsynaptic neurons. Yet, it remains 
unclear whether MB-COMT enzymes are located on the plasma membrane of the cell (protruding either into the 
cytoplasm or synapse), or located on intracellular membranes like those of the mitochondrion or rough 
endoplasmic reticulum (Tunbridge et al., 2006). 
8 Gogos and colleagues (1998) did not detect a similar increase of DA for female knockout mice, which suggests 
gender-specific effects of DA regulation.  
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2003). The MB-COMT enzyme is well suited to regulate the low physiological concentrations of DA that 

are usually found in the PFC (Matsumoto et al., 2003). The chromosomal location of the COMT9 gene 

has been mapped to 22q11.1→q11.2 (Grossman, Emanuel, & Budarf, 1992). The gene contains six 

exons, of which two are non-coding (Tenhunen et al., 1994). Tenhunen and colleagues (1994) reported 

that two transcripts are expressed from the COMT gene: a shorter transcript of 1.3 kilobase (kb) 

transcript and a longer transcript of 1.5 kb. They also detected two distinct promoters on the gene (P1 

and P2). While the expression of the short manuscript is regulated by P1, the expression of the long 

manuscript is regulated by P2 (Tenhunen et al., 1994). S-COMT can be translated both from the short 

and from the long manuscript (Tenhunen et al., 1994); this dual functionality is implemented by a 50-

amino acid extension of the reading frame (Bertocci et al., 1991; Lundström et al., 1991). Tenhunen 

and colleagues (1994) stated that the activity of both promoters is highly variable and dependent on 

the tissue in which the gene is expressed. They stated that P1 and P2 can be equally active in some 

tissues (like the liver), while not being equally active in others (the activity of P2 is much higher in the 

brain). The relative activity of the promoters is probably regulated by tissue-specific transcription 

factors (Tenhunen et al., 1994). 

 

The COMT Val158Met (rs4680) polymorphism. The COMT Val158Met polymorphism is a single 

nucleotide polymorphism. This functional G→A transition is located at codon 158 of the COMT gene 

and results in the substitution of valine (Val) by methionine (Met) (Lachman et al., 1996). The two 

alleles are referred to as the Val allele and the Met allele. The Val allele is the ancestral allele (Palmatier 

et al., 2004). In regard to cognitive functioning, this polymorphism is one of the most extensively 

studied variants. It is an especially interesting variant due to its effect on the thermostability of the 

COMT protein. Chen and colleagues (2004) studied differences in the level of COMT activity in 

postmortem tissues of the dorsolateral PFC (DLPFC). At 37°C, the COMT activity in the DLPFC was 

significantly modulated by the COMT Val158Met polymorphism. In European-Americans, the level of 

COMT activity was 50 % higher in Val homozygotes than in Met homozygotes and 12 % higher in 

Val/Met heterozygotes than in Met homozygotes (see figure 2.2). The difference between the COMT 

activity of Val homozygotes and Val/Met heterozygotes was three times the difference between the 

COMT activity of Val/Met heterozygotes and Met heterozygotes. Thus, the COMT activity in 

heterozygotes was intermediate, but not equidistant in relation to the levels displayed by 

homozygotes. While previous reports of the trimodal distribution of COMT activity (Floderus, Ross, & 

                                                           
9 Please note that the Catechol-o-methyl transferase enzyme is abbreviated to COMT, while the Catechol-o-
methyl transferase gene is abbreviated to COMT. The same distinction will be made for all other polymorphisms 
that are discussed here. The non-cursive abbreviations will refer to the product that is expressed by the gene, 
while the cursive abbreviation will refer to the gene itself. 
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Wetterberg, 1981) have been supported by these newer results, it is evident that the COMT Val158Met 

genotype groups cannot be treated as equidistant groups.  

 

 

Figure 2.2.:  The relative COMT activity in postmortem DLPFC tissues in a sample of European Americans 

(figure taken and adapted from Chen et al., 2004). Differences from Val/Val are indicated at a 

significance level of p < .05 by one asterisk and at a significance level of p < .001 by two asterisks. 

The level of COMT activity of carriers of the Val/Met genotype and of the Met/Met genotype 

differed significantly from the level of COMT activity of carriers of the Val/Val genotype. 

 

Chen and colleagues (2004) also tested the effect of gender on COMT activity levels and reported that 

females had an overall 17 % lower level of COMT activity in the DLPFC tissue, independent of the 

particular genotypes. Compared to carriers of at least one Met allele, carriers of the Val/Val genotype 

displayed a worse performance in the Wisconsin Card Sorting Test (WCST), which is associated with 

the PFC function and measures executive cognition (but not general intelligence) (Egan et al., 2001). 

About 4 % of the variance in the WCST performances was explained by the COMT genotype. In 

addition, Egan and colleagues (2001) also tested whether the frontal activation between carriers of 

different COMT genotypes differed. They did this by analyzing the prefrontal activity during an n-back 

working memory task, utilizing functional magnetic resonance imaging (fMRI). Generally, a higher 

prefrontal activation has been interpreted to reflect a higher neural inefficiency, or in other words, a 

reduced signal-to-noise ratio (also see Servan-Schreiber, Printz, & Cohen, 1990; Egan et al., 2001, 

Mattay et al., 2003). Egan and colleagues (2001) found that the Met allele load was associated with a 

more efficient PFC response; namely, carriers of the Met/Met genotype displayed the lowest 

activations in the DLPFC and the cingulate cortex, while carriers of the Val/Met genotype displayed 
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intermediate activations and carriers of the Val/Val genotype displayed the highest activations. The 

link between the COMT Val158Met polymorphism and the PFC signal-to-noise ratio was further 

supported by a meta-analysis spanning twenty studies (Mier, Kirsch, & Meyer-Lindenberg, 2009). The 

authors found no indication for a publication bias (and only a non-significant trend for an association 

between the publication year and the reported effect sizes10). Mier and colleagues (2009) reported 

that Met allele carriers displayed a lower prefrontal activation during tasks of executive cognition 

(effect size: d = 0.92). The possible relation between a heightened level of prefrontal DA and an 

increase in prefrontal efficiency is termed the efficiency hypothesis (Dickinson & Elvevåg, 2009). 

Dickinson and Elvevåg (2009) also found the hypothesis to be supported by empirical findings. They 

conclude that the larger amount of prefrontal DA in Met allele carriers seems to lead to a “reduced 

signal variability and improved signal-to-noise” as well as a “sharper peak signal” (p. 81). Mattay and 

colleagues (2003) provided new insights into the link between the COMT Val158Met polymorphism 

and the PFC function by studying the effect of amphetamine – which increases the dopaminergic 

neurotransmission – on the performance in a WCST task and an n-back task. The n-back task was 

administered during an fMRI session. The study was conducted in a double-blind fashion and had a 

crossover design, i.e. each participant consumed both amphetamine and a placebo at different test 

sessions. In the WCST task, carriers of the Val/Val genotype displayed an improved performance under 

the influence of amphetamine, while carriers of the Met/Met genotype displayed a decreased 

performance under the influence of amphetamine. At all levels of working memory load in the n-back 

task, carriers of the Val/Val genotype displayed an improved performance under the influence of 

amphetamine (in terms of RT). This effect was accompanied by a more efficient signal-to-noise ratio in 

the PFC. At the highest working memory load in the n-back task, carriers of the Met/Met genotype 

displayed a decreased performance under the influence of amphetamine (in terms of accuracy and 

RT). This effect as was accompanied by a less efficient signal-to-noise ratio in the PFC. Mattay and 

colleagues (2003) interpreted these findings as the result of an inverted-U DA response curve between 

the amount of DA transmission and the efficiency of the PFC function (see figure 2.3). In other words, 

they assumed that a medium range of DA activity is optimal for PFC function, while low or high 

amounts of DA activity have adverse effects (this is called the inverted-U curve hypothesis, also cp. 

Goldman-Rakic et al., 2000). More specifically, they assumed that carriers of the Val/Val genotype are 

located on the up slope of the curve (low within the range of normal DA activity), while carriers of the 

Met/Met genotype are positioned closer to the peak of the curve (higher within the range of normal 

                                                           
10 There was a trend between earlier publication dates and larger effect sizes. A possible explanation of this 
pattern is that relatively new findings were reported in the earliest studies; it was likely easier to publish these 
findings when the effect sizes were larger. As the link between the COMT Val158Met polymorphism and cognitive 
performance became more well-known, it probably became easier to publish studies with smaller effect sizes.  
 



 

 51 

DA activity). The authors interpreted their results to mean that amphetamine and high working 

memory loads (both of which are thought to increase the DA transmission) shift the respective 

positions of Val/Val and Met/Met carriers on the curve. Val/Val carriers are presumably shifted more 

towards the optimal range of DA activity while Met/Met are shifted more down-slope on the curve, 

towards a less optimal range of DA activity.  

 

 

 

Figure 2.3.:  The inverted-U model which relates the PFC function to the rate of DA signaling (figure taken 

and adapted from Mattay et al., 2003). The graphic depicts the assumed position of Val and 

Met homozygotes on the inverted-U curve under normal conditions and under conditions of an 

increased DA transmission (due to the consumption of amphetamine and varying working 

memory loads).  

 

Similar links between dopaminergic modulations and cognitive performances have also been observed 

in male rats that were treated with the COMT-inhibitor tolcapone (Tunbridge, Bannerman, Sharp, & 

Harrison, 2004). Compared to control rats, these rats performed better in a task of set-shifting11. As 

noted by Chen and colleagues (2004), rats do not express either Val or Met in the 158th codon of the 

COMT protein, but Leucine, which leads to an even higher level of COMT activity than Val. Tunbridge 

and colleagues could demonstrate that an artificial increase in the DA levels in mice led to similar 

behavioral benefits as those displayed by human Met carriers under normal conditions. Interestingly, 

Mier and colleagues (2009) noted diametrically opposed effects of the COMT Val158Met 

polymorphism on the prefrontal activation during executive cognition tasks and emotional tasks. For 

                                                           
11 The task requires the attentional focus to be shifted from one dimension of a stimulus to another and is, in 
rats, dependent on the medial PFC (Tunbridge et al., 2004). 
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Met allele carriers, the prefrontal activation was lower (presumably more efficient) during executive 

tasks, but higher (presumably less efficient) during emotional tasks (the effect sizes were d = 0.92 and 

d = -1.0, respectively). The opposite pattern was noted for carriers of the Val allele. This is a clear 

indicator that the COMT Val158Met polymorphism exerts pleiotropic behavioral effects, i.e. modulates 

multiple phenotypes. This also means that a distinction between a “beneficial allele” and a 

“disadvantageous allele” is too simplistic and not feasible, the effects of the polymorphism depending 

on the context. Mier and colleagues (2009) suggested that each allele “confers an environment-specific 

selective advantage” and that “the reciprocal effect […] represents a tradeoff between the cognitive 

efficiency and emotional resiliency that maintains each allele in the population” (p. 919).  

 

 

2.4 The dopamine transporter 
 

The dopamine transporter (DAT) is a membrane-spanning glycoprotein that regulates the 

reuptake of extracellular DA (von Bohlen und Halbach & Dermietzel, 2006). DAT is located in some 

distance to the active synaptic zone (von Bohlen und Halbach & Dermietzel, 2006). The extracellular 

clearance of DA required 1 s in wild-type mice, but 100 s in mice homozygous for a disrupted DAT gene 

(Giros et al., 1996). No effects of cocaine or D-amphetamine were detectable in these mice – which 

suggests that the usual target site of these drugs had been eliminated (also cp. Pierce & Kumaresan, 

2006). While COMT is essential for the DA catabolism in the PFC, DAT is essential for the DA catabolism 

in the striatum. The gene that encodes the DAT is referred to as SLC6A3 or DAT1 (the latter term will 

be used here). The gene has been mapped to chromosome 5p15.3 and is characterized by a 40 base 

pair (bp) variable number tandem repeat polymorphism in the 3’ untranslated region (Vandenbergh et 

al., 1992). This polymorphism does not directly influence the protein product due to its location on the 

untranslated region. However – while only approximately 1.5 % of the DNA codes for proteins – the 

other components of DNA are also relevant for the gene expression (Mignone, Gissi, Liuni, & Pesole, 

2002). Untranslated regions are essential for the post-transcriptional regulation of the gene expression 

(for example, the mRNA stability, transport, subcellular localiziation, and translation efficiency) 

(Mignone et al., 2002). The DAT1 polymorphism varies between 3 to 13 number repeats. The 10-repeat 

allele is the most common allele in Middle-European populations, followed by the 9-repeat allele 

(Kang, Palmatier, & Kidd, 1999). The DAT1 polymorphism was shown to modulate the DAT density in 

vitro. In saturation binding assays and immunoblots, the DAT binding site density was about 50 % 

higher for the DAT1 10-repeat variant than for the 9-repeat variant (VanNess, Owens, & Kilts, 2005). 

Methylphenidate is a common medication for the treatment of ADHD. This drug effectively blocks the 

DAT; under the usual therapeutical doses, the consumption of methylphenidate is estimated to occupy 
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more than 50 % of the transporters (Volkow et al., 1998). Adults with ADHD who did not have a history 

of medication had lower concentrations of DAT in the left caudate and left nucleus accumbens than 

control participants (Volkow et al., 2007). For these reasons, the DAT1 polymorphism was an obvious 

starting point for examining the link between ADHD and specific genetic variations. In a sample of adult 

participants with ADHD, the disorder has been linked to the 9-repeat/6-repeat genotype of the DAT1 

polymorphism (Franke et al., 2008). This relatively uncommon genotype was present in 6.5 % of the 

controls and in 11.7 % of the participants with ADHD. Brown and colleagues (2011) found that the 9-

repeat allele was significantly more common in adult participants with ADHD compared to controls. 

On the other hand, the 10-repeat allele was associated with a reduced volume of the caudate in boys 

with ADHD (Durston et al., 2005) and with hypoactivation in the anterior cingulate cortex, cerebellar 

vermis and lateral PFC in a sample of adults (Brown et al., 2010). Given the inconsistent findings12, it 

cannot be recommended to use the DAT1-related aberrant functioning in ADHD to draw conclusions 

on the relation between DAT1 and cognitive functioning in healthy participants. Expanding previous 

findings (Fossella et al., 2002), Rueda and colleagues (2005) examined the effect of the DAT1 

polymorphism on attention in a sample of six year old children. The children were tasked with a variant 

of the Eriksen Flanker task, which is similar to the Stroop task. In the task, five fish were presented in 

a horizontal line; the direction in which the middle fish pointed had to be indicated. In incongruent 

trials, the center fish was pointed in a different direction than the other fishes. As in the Stroop task, a 

conflict measure can be derived by subtracting the RTs of the incongruent condition from the RTs in 

the congruent condition; the measure reflects the ability to resolve conflict and taps selective top-

down attention. Homozygous carriers of the 10-repeat allele displayed a better performance in the 

Eriksen flanker task. They were both overall faster and less affected by incongruent stimuli. While 10-

repeat allele heterozygotes were about 200 ms slower in incongruent trials, 10-repeat allele 

homozygotes were only 8 ms slower13. In addition to these behavioral measures, the 10-repeat 

homozygotes also achieved a significantly higher score in the temperamental factor “effortful control”, 

which was measured through the Children’s Behavior Questionnaire. This factor reflects attentional 

self-regulation and has been linked to the frontal lobe function (Rothbart, Ahadi, Hershey, & Fisher, 

2001). Bertolino and colleagues (2006) proposed two possible routes by which the DAT1 polymorphism 

affects the signal-to-noise ratio in the PFC and so modulates the performance in PFC-dependent tasks. 

For one, DAT1 could have immediate effects in the PFC, since DAT is present in this area in in low 

concentrations. The different variants of DAT1 are known to modulate the protein expression, so that 

they could contribute to the absolute DA availability in a similar fashion to the COMT Val158Met 

                                                           
12 This heterogeneity might be due to sample differences in regard to age, gender, medication, different ADHD 
diagnoses, the severity and duration of ADHD, comorbidities and other not yet known, possibly interacting 
factors. 
13 The overall high RTs in this task were attributable to the young age of the participants.  
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polymorphism. The prefrontal DA availability might be comparatively decreased in the presence of one 

or two 10-repeat alleles. It stands to reason that direct prefrontal effects of DAT1 cannot reach the 

magnitude of the effects of the COMT Val158Met polymorphism, since COMT is the primary catabolic 

agent in this brain area. Thus, direct PFC effects should only play a minor role. It is more likely that 

modulations occur primarily through the striatum. Decreased levels of striatal DA, as most likely the 

case in the presence of one or two 10-repeat alleles, might increase the signal-to-noise ratio in the PFC 

(Bertolino et al., 2006). In sum, according to Bertolino and colleagues (2006), the prefrontal signal-to-

noise ratio can either be directly or indirectly influenced by the DAT1 polymorphism. Both routes do 

not need to be mutually exclusive. 

 

Summary. The COMT Val158Met polymorphism is a genetic variant on the gene that encodes 

COMT. This polymorphism has been found to modulate the thermostability of the COMT protein. The 

Met allele decreases the thermostability, which in turn increases in the prefrontal availability of DA. 

This allele has consistently been associated with better performances in a wide array of PFC-dependent 

cognitive tasks. The DAT1 polymorphism is a genetic variant on the gene that encodes the DAT. The 

10-repeat allele has been linked to a 50 % increase in the binding site density for DAT. This allele was 

linked to better performances in a Stroop-like task. 

 

2.5 Cholinergic pathways 
 

ACh acts as a neurotransmitter for up to 15 % of all neurons of the human nervous system 

(Snyder, 1999). Given this number, it is not surprising that ACh was the first neurotransmitter whose 

function became partly known. The pharmacologist Otto Loewi (1921) discovered that nerve signals 

do not only rely on electrical stimulation, but also have a chemical component; that nerves secrete a 

substance that can be isolated and used to stimulate other nerves. Today, it is known that the effects 

of ACh in the peripheral nervous system (PNS) are even more numerous than indicated by Loewi’s 

experiments: ACh is the main neurotransmitter for nerves which act on voluntary muscles, glands, and 

a variety of peripheral organs (Snyder, 1999). Three major cholinergic subsystems can be distinguished 

in the brain (Dani & Bertrand, 2007). The first one originates from cholinergic neurons in the 

tegmentum and innervates the caudal pons, the brain stem, the thalamus and the dopaminergic areas 

in the midbrain (Dani & Bertrand, 2007). The second system originates from an array of basal forebrain 

nuclei and innervates the cortex and the hippocampus (Dani & Bertrand, 2007). The third system arises 

from cholinergic interneurons in the striatum and innervates both the striatum and the olfactory 

tubercle (Dani & Bertrand, 2007). Almost every area of the brain is cholinergically innervated. These 
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innervations are usually relatively diffuse and sparse; the third system is an exception, as it provides 

very rich and regionally limited innervations (Dani & Bertrand, 2007).  

 

 

2.6 The nicotinic acetylcholine receptor  
 

There are two major groups of ACh receptors: nicotinic and muscarinic receptors (von Bohlen 

und Halbach & Dermietzel, 2006). The nicotinic ACh receptor (nAChR) will be discussed in more detail 

in this paragraph (for an overview, also see Dani & Bertrand, 2007). This receptor was named after 

nicotine, since nicotine molecules bind to it as well (Purves et al., 2001). Nicotine molecules reach 

about 80 % of the efficacy of ACh molecules in terms of the receptor activation (Nelson, Kuryatov, Choi, 

Zhou, & Lindstrom, 2003). NAChRs are ligand-gated ion channels: after being stimulated, these 

receptors change their confirmation and build a channel that enables selective ions to pass (Schandry, 

2006). A large number of different nAChR subtypes exist. These subtypes are diversely distributed 

(Lukas et al., 1999). Broadly speaking, muscle and neuronal subtypes of this receptor can be 

distinguished (Colquhoun, Shelley, Hatton, Unwin, & Sivilotti, 2003). The most common nAChR in the 

brain is the α4β2 subtype (Greenwood, Parasuraman, & Espeseth, 2012), which is composed of two 

α4 subunits and two β2 subunits. While this receptor is frequently spelled in the abbreviated form of 

“α4β2”, its composition is better illustrated by using a spelling of “(α4β2)2”, which indicates that the 

receptor is composed of two α4 subunits and two β2 subunits (as well as another, not further specified 

subunit). The (α4β2)2 subtype is the main high-affinity nAChR in the brain (Greenwood et al., 2012), 

which means that comparatively lower ligand concentrations are sufficient to occupy its binding sites 

(Greenwood et al., 2012). The binding sites are created in pockets between an adjacent α4 and β2 

subunit (Dani & Bertrand, 2007). The fifth subunit of the (α4β2)2 nAChR is not involved in the forming 

of binding sites. For this reason, this subunit is labelled an “accessory” subunit (Kuryatov, Onksen, & 

Lindstrom, 2008). The role of accessory subunits is a modulating one. Depending on the brain area, 

about 10 – 40 % of the (α4β2)2 nAChRs have an accessory α5 subunit (Kuryatov et al., 2008; Mao, Perry, 

Yasuda, Wolfe, & Kellar, 2008). Accessory α5 subunits provide a greater sensitivity for the nAChR 

activation than α4 subunits (Kuryatov et al., 2008). Of special interest in this thesis are both the α4 and 

the α5 subunit of the nAChR. While the α4 subunit can either manifest as a binding-relevant subunit 

or as an accessory unit, the α5 subunit only serves as an accessory unit (Kuryatov et al., 2008). In this 

thesis, polymorphisms of the cholinergic system will not only be examined in regard to selective 

attention, but also in regard to response speed. Response speed (or interchangeably, RT) is the interval 

between the appearance of a sensory stimulus and the subsequent behavioral response to it. This 

measure is indicative of the mental speed of processing. Most RT tasks are comparatively simple and 
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will be completed in a range of several hundred milliseconds. Individual differences still occur, 

however, and have even been associated with estimates of intelligence (Sheppard & Vernon, 2008). 

The cholinergic system has been extensively studied in regard to response speed, often through the 

application of the nAChR agonist nicotine. Nicotine consumption led to beneficial RT effects in a range 

of different tasks (Hahn, Shoaib, & Stolerman, 2002; Blondel, Sanger, & Moser, 2000; Wesnes & 

Warburton, 1984; Hindmarch, Kerr, & Sherrwood, 1990). The performance in a Posner-Cuing task, for 

example, was measured both in humans and monkeys in relation to the nicotine consumption (Witte, 

Davidson, & Marrocco, 1997). Under the influence of nicotine, both groups displayed significantly 

decreased RTs. Given these findings, it is evident that nAChR genes are ideal starting points to examine 

ACh modulations of response speed. The CHRNA4 gene, which encodes the α4 subunit of the nAChR, 

has been mapped to chromosome 20q13.2→q13.3 (Steinlein et al., 1994). The gene spans about 17 kb 

and contains six exons (Steinlein, Weiland, Stoodt, & Propping, 1996). The CHRNA5 gene, which 

encodes the alpha 5 subunit of the nACh receptor, has been mapped to 15q24 (National Library of 

Medicine, 2014). The gene spans about 25 kb and contains six exons (Duga et al., 2001). Three variants 

of the CHRNA4 and CHRNA5 genes will be studied in regard to selective attention and response speed. 

 

The CHRNA4 rs1044396 polymorphism. This polymorphism is characterized by synonomous 

CT transition at codon 1545 of the CHRNA4 gene. Codons with either alelle encode the amino acid 

Serin (Steinlein et al., 1997; Feng et al., 2004). It is not yet established whether the polymorphism itself 

is functional. Given its link to a variety of neurocognitive phenotypes, at the very least a linkage 

disequilibrium to non-synonomous variants in the regulatory or promotor region of the gene can be 

expected, however (Markett, Montag, & Reuter, 2011). Winterer and colleagues (2011)14 injected 

complementary DNA (cDNA) into Xenopus oocytes (a genus of clawed frogs), leading to the expression 

of human (α4β2)2 nAChRs. They then measured the receptor responses under different concentrations 

of ACh and found that more nAChRs were in a high-affinity state in the presence of the rs1044396 C 

allele. Consequently, it has been hypothesized that C allele homozygotes have the highest amount of 

nAChRs in a high-affinity state while T allele homozygotes have the least amount of nAChRs in a high-

affinity state (Greenwood et al., 2012). This hypothesis is still highly speculative at the moment. On a 

cognitive level, the CHRNA4 rs1044396 polymorphism has been studied mainly in regard to 

visuospatial attention. Effects of the CHRNA4 rs1044396 polymorphism on covert attention 

(Parasuraman, Greenwood, Kumar, & Fossella, 2005; Espeseth et al., 2006) and overt attention 

(Greenwood et al., 2005, Espeseth et al., 2010), visual as well as auditory attention (Espeseth, 

                                                           
14 As Winterer’s study was presented at a conference and is not available in print, see Greenwood et al., 2012, 
for a presentation and discussion of these results. 
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Endestad, Rootwelt, & Reinvang, 2007), selective attention (Parasuraman et al., 2005; Espeseth et al., 

2006) and divided attention (Espeseth et al., 2010) have been reported. In their overview article, 

Greenwood and colleagues (2012) have proposed three assumptions about the link between the 

nAChR system and attention. First, they assumed that the (α4β2)2 nAChR subtype is of special 

importance in the tempoparietal junction, where the parietal lobe meets the temporal lobe. Second, 

they assumed that the T allele facilitates the processing of targets within the focus of attention, but 

slows the redirecting of attention outside the focus of attention15. Third, Greenwood and colleagues 

assumed that this effect is possibly mediated the affinity status of the nAChR receptor. They argued 

that T allele homozygotes “chronically maintain a more constricted attentional focus”, because they 

have “more α4β2 nicotinic receptors in a low affinity state in the [tempoparietal junction]” (p. 1336). 

This assumption is still very speculative, however. While there is considerable evidence that response 

speed is linked to the nAChR, this measure is rarely the sole factor that researchers are interested in. 

In many studies, effects on response speed are reported in regard to specific experimental conditions, 

but not in regard to the average response speed across all conditions. Greenwood and colleagues 

(2005), however, reported that the average response speed in a cued visual search task increased 

linearly with the C allele dosage. The RTs were lowest in T homozygotes and highest in C homozygotes. 

This finding provides the first tentative indication that the CHRNA4 rs1044396 polymorphism might 

modulate response speed. 

 

The CHRNA5 rs3841324 polymorphism and CHRNA5 rs16969968 polymorphism. These 

polymorphisms are variations of the gene that encodes the acetylcholine receptor alpha 5 subunit 

(CHRNA5). Since a nearly complete linkage disequilibrium between them has been noted (r² = 0.389; 

D’ = 0.955) (Wei et al., 2011), these polymorphisms will be discussed together. The effects of both 

polymorphisms are not yet well explored, especially in regard to cognitive measures. The CHRNA5 

rs3841324 polymorphism is an insertion/deletion length polymorphism within the promoter of the 

CHRNA5 gene (Wang et al., 2009). In contrast to the short allele (S allele), the long allele (L allele) 

contains a 22 bp insertion. Analyzing postmortem brain tissues in a sample of European-Americans, 

Wang and colleagues (2009) noted that heterozygotes showed significantly lower levels of CHRNA5 

mRNA expression than S allele homozygotes. The expression levels of L allele homozygotes reached 

approximately 40 % of the expression level of S allele homozygotes. The difference between 

heterozygotes and L allele homozygotes, however, was not significant. The polymorphism covers 

several transcription factor binding sites, among them the binding site for SP-1, which stimulates the 

                                                           
15 This assumption is rooted in a location-based understanding of visuospatial attention and alludes to concepts 
such as the spotlight or zoom lens metaphor (Posner, 1980, Eriksen & St. James, 1986). 
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transcription process (Berrettini & Doyle, 2012). In the S allele – the deletion variant – those binding 

sites are lost. In the WCST, carriers of the L allele made fewer perseverative errors after smoking, 

displaying an increased cognitive flexibility (Zhang, Kranzler, Poling, & Gelernter, 2010). The CHRNA5 

rs16969968 polymorphism is a missense mutation and located within exon 5 of the CHRNA5 gene, in 

the central area of the second intracellular loop (Wang et al., 2009; Online Mendelian Inheritance in 

Man, OMIM, 2014, no. 118505). This GA base transition in codon 398 of the CHRNA5 protein causes 

an amino acid change from aspartic acid to asparagine. The G allele is the ancestral allele (OMIM, 2014, 

no. 118505). The aspartic acid residue that results from this allele is highly conserved across a variety 

of species (Bierut et al., 2008; Berrettini & Doyle, 2012). The response of nAChRs to an agonist was 

measured in human embryonic kidney cells (Bierut et al., 2008). The maximal response of the nAChRs 

that contained the G allele was more than two times higher than the maximal response of the nAChRs 

that contained the A allele. Thus, the rs16969968 polymorphism appears to influence the 

responsiveness of the α5-containing nAChR. So far, the polymorphism has been mainly studied as one 

of multiple risk locations for nicotine dependency (Saccone et al., 2007; Bierut et al., 2008; Sherva et 

al., 2008; Janes, Smoller, & David, 2012) and has been found to modulate the risk for developing lung 

cancer (Wei et al., 2011). Winterer and colleagues (2010) reported that the rs16969968 polymorphism 

was associated with a verbal and a performance subscale of the revised Wechsler Adult Intelligence 

Scale. Furthermore, the polymorphism was related to an aggregated performance measure composed 

of the performance in an n-back task and the Continuous Performance Test (the latter of which 

primarily measures sustained attention and vigilance). Wei and colleagues (2011) studied the effect of 

the diplotypes of the CHRNA5 rs3841324 polymorphism and CHRNA5 rs16969968 polymorphism on 

the risk of developing lung cancer. They found that the diplotype that was composed of both CHRNA5 

rs3841324 S alleles and both CHRNA5 rs16969968 G alleles (S/S_G/G) had a protective effect for 

women but not for men. This finding indicates potential gender-based differences in the effects of 

both polymorphisms. 

 

Summary. The CHRNA4 rs1044396 polymorphism is a genetic variant of the gene that encodes 

the α4 subunit of the nAChR. The T allele of this polymorphism has been linked to a lower number of 

nAChRs in a high-affinity state. Moreover, it has been speculated that the T allele facilitates the 

processing of targets within the focus of attention (Greenwood et al., 2012). The CHRNA5 rs3841324 

polymorphism and CHRNA5 rs16969968 polymorphism are variants of the gene that encodes the α5 

subunit of the nAChR. The CHRNA5 rs3841324 polymorphism been linked to differences in the CHRNA5 

mRNA expression levels; specifically, S allele homozygotes displayed a higher level of expression. The 

CHRNA5 rs16969968 polymorphism has been associated with the responsiveness of the nAChRs. 

Receptors that contained the G allele were more responsive towards an agonist.  
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Chapter 3 

 

The Neurobiological Foundations of 
Top-down and Bottom-up Attention 

 

 

 

Everything existing in the universe is the fruit of chance and necessity. 

 

(Democritus, 400 BC) 
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Selective top-down and bottom-up attention are complementary forms of attentional control 

and rely either on internal goals or on the salience of external stimuli. What are the neural foundations 

of these governing principles? Both the dopaminergic and the cholinergic system have consistently 

been linked to selective attention, but likely exert different influences on top-down and bottom-up 

attention. This chapter is intended to outline the hypothesis that the dopaminergic system is more 

important for the modulation of selective top-down attention, while the cholinergic system is more 

important for the modulation of selective bottom-up attention. First, evidence for this dissociation will 

be introduced (subchapter 3.1). Then, the neural background of top-down attention will be detailed – 

and here specifically the importance of the PFC and affiliated areas (subchapter 3.2). Subsequently, it 

will be detailed why the Stroop task and Negative priming task (on the behavioral side) and the COMT 

Val158Met polymorphism and the DAT1 polymorphism (on the moleculargenetic side) tap selective 

top-down processes that originate from these areas (subchapter 3.3). The neural foundation of 

selective bottom-up attention will be discussed in the same fashion. First, the importance of the 

sensory cortices and affiliated areas will be detailed (subchapter 3.4). Subsequently, it will be discussed 

why the Posner-Cuing and Dot Probe task (on the behavioral side) and the CHRNA4 rs1044396, 

CHRNA5 rs3841324 and CHRNA5 rs16969968 polymorphisms (on the moleculargenetic side) tap 

processes that originate from these areas (subchapter 3.5). 

 

 

3.1. Dismantling selective top-down and bottom-up Attention 

 

The overarching hypothesis is based on the works of Behrad Noudoost and Tirin Moore 

(Noudoost & Moore, 2011a; 2011b; Squire, Noudoost, Schafer, & Moore, 2013; Clark & Moore, 2014). 

Noudoost and Moore have mainly studied the neural basis of selective top-down and bottom-up 

attention by examining animal models, specifically in Rhesus monkeys (macaques, or Macaca mulatta). 

Their method of choice is the in vivo recording of the electrophysiological response of single neurons. 

These responses can, for example, be studied in dependence of the microiontophoretic application of 

antagonists or agonists. In their review article on top-down and bottom-up attention (2011a), they 

stated that DA and ACh are the neurotransmitters that have been linked to attentional control most 

frequently. This, however, does not necessarily mean that DA and ACh are equally involved in the 

control of selective top-down and bottom-up attention. Specifically, Noudoost and Moore (2011a) 

stated: 
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“…one possibility is that [the DA and ACh systems] contribute differently to different 

forms of attention. Evidence to date suggests, for example, that ACh may serve a 

more unique role in bottom-up attention than it does in top-down attention, 

whereas the reverse may be true for DA. Studies of the neural correlates of attention 

have thus far yielded evidence of dissociable underlying neural circuits of these two 

varieties of attention, and it may turn out that the modulatory effects within those 

circuits differentially depend on DA and Ach” (p. 589). 

 

Buschman and Miller (2007) conducted a groundbreaking study that dismantled components of 

selective top-down and bottom-up attention on a neuronal level. They studied the performance of 

Rhesus monkeys (Macaca mulatta) in a visual search task. It was the monkey’s task to locate the target 

in an array of four stimuli (which were colored, tilted lines; see figure 3.1). There were two conditions: 

the conjunction condition (where the search was more difficult) and the pop-out condition (where the 

search was easier). In the conjunction condition, the target shared properties with the distractors. The 

target was a left-tilted green line, for example, while the distractors were also tilted in the same 

direction (but were of a different color) or were of the same color (but were tilted differently). In 

contrast, the target selection was much easier in the pop-out condition. Here, the target differed from 

the distractors in both color and orientation and was thus highly salient. The target was a left-tilted 

green line, for example, while the distractors were violet and right-tilted. The conjunction condition 

relies strongly on selective, visuospatial top-down attention, while the pop-out condition relies 

strongly on selective, visuospatial bottom-up attention.  

 

 

Figure 3.1.:  The sequence of events in the conjunction and pop-out condition of the visual search task 

(figure taken and adapted from Buschman & Miller, 2007). The eye position throughout the 

trials is indicated by the red circle. The sample indicates the target that has to be located (in 
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this example a slightly left-tilted, green line). In the conjunction condition, the target shares 

properties with the distractors. In the pop-out condition, the target shares no properties with 

the distractors and is thus highly salient. Responses tend to be significantly faster than in the 

pop-out condition. Buschman and Miller used the conjunction condition to measure selective 

top-down attention and the pop-out condition to measure selective bottom-up attention. 

 

Buschman and Miller recorded the activity of 802 neurons in three brain areas across 24 sessions. 

Those brain areas were the lateral prefrontal cortex (LPFC), the frontal eye fields (FEF) and the lateral 

intraparietal cortex (LIP). The FEF (Brodmann area, 8; short BA 8) – which are either subsumed under 

the PFC or counted as an adjacted area (Miller & Cohen, 2001) – are important for the control of visual 

attention (Squire et al., 2013). Buschman and Miller analyzed when each individual neuron first 

reflected the location of the target (the moment when it displayed selectivity for the target). This 

measure enabled the temporal dissociation of the responses in the different areas dependent on the 

conditions of visual search task. In the conjunction condition (top-down attention), the frontal neurons 

(LPFC and FEF) displayed selectivity first. About a third of the recorded frontal neurons showed 

selectivity before the saccade towards the target had occurred. In contrast, only 14 % of the LIP 

neurons displayed selectivity before the saccade. The early frontal populations showed selectivity 50 

ms (FEF) and 40 ms (LPFC) prior to the saccade, whereas the early LIP neurons only showed significant 

selectivity for the target location 32 ms after the saccade. In the pop-out condition (bottom-up 

attention), the early populations of the LIP neurons displayed selectivity for the target 170 ms prior to 

the saccade, while the early LPFC neurons showed selectivity 120 ms prior to the saccade and the early 

FEF neurons 35 ms prior to the saccade. When the LPFC neurons first showed selectivity, a quarter of 

the LIP neurons had already begun encoding the target location. While the frontal neurons responded 

faster to the target in the top-down condition, the parietal neurons responded faster to the targets in 

the bottom-up condition. It is notable that LIP neurons reacted faster to bottom-up targets than the 

frontal neurons to top-down targets. That is only to be expected, however, since the enforcement of 

instructions usually takes longer than a primarily salience-based selection. In sum, the results of the 

study suggest that selective top-down attention first originates in the PFC (and the FEF), whereas 

selective bottom-up attention originates in the parietal, sensory cortex (cp. Buschman & Miller, 2007). 

This study provides a basis for the hypothesis that selective top-down attention is more dependent on 

DA and selective bottom-up attention more dependent on ACh than vice versa. The reasoning for this 

assumption will be outlined in the next paragraphs. 
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3.2. The neural foundation of selective top-down attention 

 

The effects of prefrontal DA on selective top-down attention are most likely established via the 

D1 receptors, or short D1Rs (Goldman-Rakic et al., 2000; Goldman-Rakic, Castner, Svensson, Siever, & 

Williams, 2004). These receptors are so widely distributed in the PFC that approximately every fourth 

prefrontal neuron expresses D1Rs (Noudoost & Moore, 2011b). The effect of this receptor subtype on 

the processing of visual signals was tested in three Rhesus monkeys (Macaca mulatta) through the 

application of SCH23390, a selective D1R antagonist (Noudoost & Moore, 2011b, 2011a). The monkeys 

fixated a display in which two stimuli appeared at varying onsets (see figure 3.2). The task was a free-

choice saccade task (which means that the monkeys could freely choose which stimuli they fixated). It 

is generally expected that both stimuli are fixated with an equal probability (across all trials). Noudoost 

and Moore (2011b) infused a specific population of FEF neurons with a D1R antagonist. The receptive 

fields of the affected FEF neurons were mapped to one of the targets that appeared in the display. 

When the D1R antagonist was administered to the FEF neurons, stimuli that appeared in the receptive 

fields of the FEF neurons were selected more frequently (Noudoost & Moore, 2011a). Thus, the 

blockade of D1Rs had a beneficial effect on target selection. In another task, the Rhesus monkeys 

fixated a central point of the display while the stimuli (tilted bars) appeared at other locations. Some 

of the stimuli were mapped not only to the receptive fields of the FEF neurons, but also to the receptive 

fields of V4 neurons16. The activity of these neurons was measured through single-unit recording. 

Through this experimental design, top-down control signals from the PFC to the visual cortex could be 

captured and their effect on the processing of visual stimuli be assessed. The administration of the D1R 

antagonist to the FEF neurons led to enhanced responses of the V4 neurons towards stimuli that 

appeared in their receptive fields (see figure 3.2). This enhancement manifested itself in three ways: 

through an increased firing rate, through an increased selectivity for the orientation of the target and 

through a reduced response variability across the trials (Noudoost & Moore, 2011a). These 

enhancement effects were present both when the monkeys’ only task was the fixation of the central 

point and when the monkeys were trained to covertly attend to the stimuli. 

 

 

 

 

                                                           
16 The visual cortex consists of five visual areas (V1 – V5). V1 is the also termed the primary visual cortex or the 
striate cortex, while the other areas make up the extrastriate visual cortex. 
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Figure 3.2.:   The D1-mediated influence of the FEF on saccadic stimuli selection (figure taken and adapted 

from Noudoost and Moore, 2011a). (A) The monkeys fixated one of two stimuli during a trial of 

the free-choice saccade task. It is of interest whether the manipulation of the D1Rs in the PFC 

altered the tendency of the monkeys to make a saccade towards a specific stimulus. The graph 

depicts how often a saccade was made towards the receptive field stimuli depending on the 

temporal onset asynchronies of the stimuli appearance and depending on the dopaminergic 

manipulation (Noudoost & Moore, 2011a). The more leftward the curve is shifted, the more 

often a saccade was made towards stimuli within the receptive field. When the D1 antagonist 

was administered to the FEF neurons, the saccade was more often made towards the stimuli 

within the receptive field. (B) The magnitude of the activity of V4 neurons in monkeys that 

fixated a central point while stimuli appeared in other parts of the display. The V4 responses 

were greatest when a stimulus in their receptive field had the ˈcorrectˈ orientation and when a 

D1R antagonist had been administered to FEF neurons that shared the same receptive fields 

(red line). Under the attenuation of the D1R activity in the FEF, the responses of corresponding 

V4 neurons in the extrastriate cortex were increased. 

 

 

In sum, the blockade of D1Rs in the FEF led to beneficial effects on the saccadic target selection and 

increased the response magnitude of neurons in the visual cortex both during a task of covert attention 

and in the absence of an attentional task. In the latter case, the attenuation of the prefrontal D1R 

activity even led to attention-like effects in the V4 neurons (Noudoost & Moore, 2011a). This indicates 

that the dopaminergic activity in the PFC guides the processing of stimuli in the sensory cortices. 

Noudoost and Moore (2011a, p. 587) stated that “attentional control is achieved in part by PFC 

modulation of signals within sensory cortices” and elaborated that this route of top-down control 

might rely on prefrontal D1Rs to a large degree. However, it may be too simplistic to conclude that a 

blockade of D1Rs is universally beneficial for the transfer of top-down signals. Findings from working 
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memory tasks17 show that both low doses of D1R antagonists and low doses of D1R agonists can exert 

positive effects (Clark & Noudoost, 2014). The key to understanding these adverse effects might be 

the proposed inverted-U curve relation between the amount of DA transmission and the efficiency of 

PFC function (Goldman-Rakic et al., 2000; Mattay et al., 2003). Intermediate levels of DA exert the 

most beneficial effects, according to this hypothesis; the effect of agonists and antagonists then 

depends on the dopaminergic baseline tone, which differs individually and is also susceptible to factors 

such as stress (Clark & Noudoost, 2014). In the light of the invasive nature of single-unit recordings and 

the mircoiontophoretic application of drugs, stress in the subjects is an important factor to consider. 

All of the reviewed findings are based on the study of non-human primates, which (on average) display 

a lower prefrontal DA tonus than humans (Palmatier et al., 2004). In humans, carriers of the Met/Met 

genotype of the COMT Val158Met polymorphism might be positioned at a more optimal region of the 

inverted-U curve of PFC function and DA signaling (Mattay et al., 2003; see subchapter 2.3). Here, a 

high prefrontal DA baseline tonus appears to be beneficial for the performance in PFC-dependent tasks 

(Dickinson & Elvevåg, 2009). It can be speculated that a comparatively greater activation of D1Rs in 

the PFC might lead to beneficial effects in humans. This line of argumentation will be continued in 

subchapter 7.2. 

 

 

3.3. Measures and modulators of selective top-down attention 

 

As discussed in subchapter 1.5, both the Stroop task and the Negative priming task are 

frequently used to tap selective top-down attention. What are the neural correlates of these tasks? If 

the findings of Buschman and Miller (2007) are to be generalized beyond visual search paradigms, the 

performance in these tasks should be associated with the function of the PFC. A modified Stroop task 

was used by MacDonald and colleagues (2000) to dismantle the neural correlates of the Stroop 

components. Before each trial, the participants were informed whether they had to read a word or 

indicate the color of a word (color-naming is the usually required response in Stroop tasks). The stimuli 

were presented after a delay to allow a greater temporal dissociation between the instruction phase 

and the response phase. During the execution of the task, the neural activity of the participants was 

accessed via an fMRI scanner. A double dissociation was noted by MacDonald and colleagues. The 

activity in the DLPFC (BA 9) was significantly increased in the color-naming condition, but not in the 

reading condition. The authors interpreted this finding to reflect the heightened need for top-down 

control in the color-naming condition. It is likely more effortful to maintain the instruction in this 

                                                           
17 The performance in working memory tasks is hugely reliant on the PFC (Zaehle, Sandmann, Thorne, Jäncke, & 
Herrmann, 2011). 
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condition, since reading is a well routinized action, but color-naming is not. In contrast, the activity in 

the PFC-adjacent anterior cingulate cortex (BA 24, BA 32) was significantly increased in the 

incongruent, but not congruent trials of the color-naming condition. The incongruent trials of this 

condition are characterized by the highest degree of conflict (since a less automatic response has to 

be enforced against a more automatic response). All in all, the results suggest that the main role of the 

DLPFC lies in the task preparation (namely, the “representing and maintaining task demands” and 

“strategic control processes”, p. 1836-1837), while the main role of the anterior cingulate cortex lies 

in the resolution of conflict. The neural correlates of components within the Negative priming task 

have been reviewed by Frings and colleagues (2014). The reviewed studies include a variety of different 

Negative priming tasks and will not be discussed in detail here. The role of the DLPFC, however, is 

particularly noteworthy (see figure 3.3). This region appears to be most consistently activated when 

the ignored repetition and control conditions of the Negative priming task are compared. In the 

ignored repetition, the prime distractor becomes the probe target, whereas prime and probe stimuli 

do not overlap in the control condition. The difference between these conditions reflects the typical 

Negative priming interference. The heightened activation of the DLPFC could reflect the more effortful 

maintenance of the task instructions in the ignored repetition, where the response-requiring target is 

constituted by the previously ignored distractor. 

 

 

Figure 3.3.:  Regions of activation in ignored repetition trials of the Negative priming task 

compared to control condition trials of the Negative priming task (figure taken and 
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adapted from Frings, Schneider, & Fox, 2014). While the prime distractor becomes 

the probe target in the ignored repetition, prime and probe stimuli do not overlap in 

the control conditions. The activated regions reflect the typical interference in 

Negative priming tasks. 

 

In sum, areas of the PFC (especially the DLPFC) have indeed been associated with the performance in 

tasks of selective top-down attention. This supports the notion that the findings of Buschman and 

Miller (2007) can indeed be generalized beyond visual search tasks, consolidating the relevance of the 

PFC for this type of attention. The performance in the Stroop and Negative priming tasks will be utilized 

as dependent measures in this thesis, while genetic variants of the dopaminergic and cholinergic 

system will be assessed as possible modulators. Given the widespread associations between the COMT 

Val158Met polymorphism and the performances in PFC-dependent tasks (see subchapter 2.3), it only 

seems consequential that this polymorphism would modulate the performance in both the Stroop and 

the Negative priming task. Effects of the DAT1 polymorphism on the dopaminergic metabolism in the 

PFC are most likely exerted indirectly, through the effects of this polymorphism in the striatum (see 

subchapter 2.4). In this regard it is of interest that striatal atrophy in early-stage patients of 

Huntington’s disease was associated with a reduced performance in the Stroop task, the WCST and 

the Tower of Hanoi (Peinemann et al., 2005) – all three tasks are labelled as executive tasks and are 

established as tapping frontal lobe function, such as shifting between task sets or resolving 

interference (Miyake et al., 2000). In contrast, DA-depletion in the striatum did not affect the 

performance of rats in an adapted Posner-Cuing task, thus not influencing selective bottom-up 

attention (Ward & Brown, 1996). In sum, it is expected that both the COMT Val158Met polymorphism 

and the DAT1 polymorphism modulate selective top-down attention. It is hypothesized that these 

variants have an effect on the performance in the Stroop task and Negative priming task. Given their 

particular distribution, it is not expected these variants modulate the performance in tasks of selective 

bottom-up attention. 

 

 

3.4. The neural foundation of selective bottom-up attention 

 

The findings from Buschman and Miller (2007) suggest that the LIP area is crucial for selective 

bottom-up processing. This area is part of the parietal lobe. Noudoost and Moore (2011a) speak more 

broadly of the “posterior areas” that modulate bottom-up processing. They include the sensory 

cortices in this term and thus do not focus solely on the parietal lobe. What is the role of ACh in these 
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brain areas? It has been noted that stimulations of the cholinergic basal forebrain nuclei can 

strengthen signals in the sensory cortices (Noudoost & Moore, 2011a). Increases in ACh transmission 

have also been associated with improved selective attention (Noudoost & Moore, 2011a). Herrero and 

colleagues (2008; also cp. Noudoost & Moore, 2011a) studied the effect of ACh by administering a task 

of covert selective attention to Rhesus monkeys (Macaca mulatta). It was the monkey’s task to fixate 

a central point at all times (see figure 3.4). A cue (a circle) appeared in one of two locations. The cue 

indicated which location had to be covertly attended by the monkey. After the cues disappeared, two 

stimuli were simultaneously presented. After 500 – 800 ms, a bright patch appeared in one of the 

stimuli. The monkeys had to release the bar they held when the patch appeared on the stimulus in the 

previously cued location (in this case, the stimulus became the target). When the patch appeared on 

the stimulus in the non-cued location, no response was required (this stimulus became the target). 

One of the possible stimulus locations was mapped to the receptive field of neurons in the primary 

visual (V1); the activity of these neurons was recorded. The stimuli were of different lengths and so 

differed in how well they mapped to the receptive fields. Herrero and colleagues examined how covert 

attention and the administration of ACh modulated the responses of V1 neurons to stimuli that 

appeared in their receptive field. 

 

 
Figure 3.4.:  The response of V1 neurons to stimuli of different lengths with (black) or without (red) the 

application of ACh (figure taken and adapted from Noudoost & Moore, 2011; cp. Herrero et al., 

2008). The barlength indicates the size of the stimuli. Higher positive values of the modulation 

index indicate greater responses of the V1 neurons when attention was directed within the 

receptive field instead of outside of the receptive field. The results indicate that a heightened 

ACh transmission strengthens the effect of attention. Under the application of ACh, V1 neurons 

show a greater response to stimuli that appear in their receptive field. 
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There were three main results. First, the V1 neurons reacted more strongly when the stimuli were 

optimally mapped to their receptive fields. Second, the V1 reacted more strongly when attention was 

directed towards stimuli in their receptive fields. Third, the V1 neurons reacted more strongly when 

ACh was additionally administered (see figure 3.4). Both covert attention and ACh appear to determine 

the responses of the V1 neurons; the largest responses being observable in the presence of both. The 

design of this study can be slightly criticized in so far as components of selective top-down attention 

(which are instruction-related and reward-related) were not easily dissociable from components of 

selective bottom-up attention (which were manifested in the luminance change of stimuli, i.e. the 

patches). In a Posner-Cuing task, responses are required both in valid and invalid trials. The comparison 

of invalid trials to neutral and valid trials enables the measurement of bottom-up attention. In the task 

used by Herrero and colleagues, the monkeys only had to react when stimuli were validly cued. So 

while this study provides crucial evidence that ACh modulates the response strength of V1 neurons, it 

is unclear whether top-down or bottom-up attention was modulated here. This problem has been 

examined in Barn owls in regard to the cholinergic nucleus isthmi pars parvocellularis (IPC), which is 

termed the parabigeminall nucleus in mammals. The IPC is closely connected to the superior 

colliculus18. Importantly, this connection is “precise, reciprocal, and topographic“ and leads to the 

innervation of “essentially all” layers and columns of the superior colliculus (Maczko, Knudsen, & 

Knudsen, 2006; p, 12799). It was reported that the IPC forms maps of visual stimuli as well as maps for 

auditory stimuli (Maczko et al., 2006). Since the IPC modulates the sensitivity of neurons in the superior 

colliculus (Maczko et al., 2006) and the superior colliculus is important both for the direction of gaze 

and the selection of stimuli, this could mean that the IPC helps to form a salience map in the superior 

colliculus (Asadollahi, Mysore, & Knudsen, 2010). A salience map is an internal, spatially precise 

representation of the saliences of the stimuli in the visual field (or other modalities). Asadollahi and 

colleagues recorded the response of IPC neurons in Barn owls. They tested the responses of these 

neurons to a variety of stimulus features – such as direction, size, orientation, visual contrast and speed 

of motion. They found that IPC neurons were sensitive to “changes in contrast, loom speed, translation 

speed and sound level, with most units increasing their firing rates with increasing stimulus strength” 

(p. 2573). In addition, the neurons reacted “almost invariantly” to stimuli as long as they were mapped 

to their receptive fields and more salient than a competing distractor stimulus (also cp. Noudoost & 

Moore, 2011a; see figure 3.5). Thus, the IPC neurons did not respond to the absolute intensity of the 

stimuli, but to the relative saliencies19.  

                                                           
18 The superior colliculus is also commonly referred to as the optic tectum. This term is misleading, since the 
structure serves multisensory processing and is not limited to the visual modality (Illing, 1996). 
19 Noudoost and Moore (2011a) stated that “the magnitude of response decreases sharply at the boundary 

where the relative salience of the [receptive field] stimulus falls below that of a stimulus outside of the [receptive 
field]” (p. 586). It seems that the IPC neurons almost react in a binary, all-or-nothing fashion. 
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Figure 3.5.:  The response of IPC neurons to a stimulus in their receptive field in dependence on the salience 

of a competing stimulus (figure taken and adapted from Noudoost & Moore, 2011; based on 

Asadollahi et al., 2010). The owl fixates a central point. Two stimuli – expanding dots – are 

presented simultaneously. One of these dots is mapped to the receptive field of the recorded 

IPC neurons while the other stimulus appears outside of their receptive fields. The response of 

the IPC neurons to the stimulus in their receptive field is measured in spikes per second. The 

salience of the distractor stimulus is indicated by the degree of the expansion per second. 

Accordingly, this graphic depicts the response of IPC neurons to stimuli in their receptive field 

in dependence on the speed with which a competing distractor stimulus expands. The IPC 

neurons either respond strongly (when the receptive field stimulus is more salient than the 

distractor stimulus) other they respond weakly (when the receptive field stimulus is less salient 

than the distractor stimulus). This switch-response (black arrow) occurs at an expansion of 

approximately 6° per second. 

 

The properties of the IPC neurons indicate that the IPC is ideally suited to form a salience map of the 

visual or auditory field, and possibly also other modalities (Asadollahi, et al., 2010). Not only do these 

neurons respond to relative salience; they also enhance signaling when the relative saliences are too 

similar. The result of these computations is projected to the superior colliculus (Asadollahi, et al., 

2010). Salience, of course, is the core concept of bottom-up attention and a contributing factor to 

target selection. The term “salience map” originates from the field of visual search. Noudoost and 

Moore (2011a) did not interpret the connection between the IPC and the superior colliculus in the 

context of a psychological theory, though the Guided Search theory (Wolfe, 1994), for example, is both 

well-established and offers an additional point of view in its theoretical conceptualizations. 
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Figure 3.6.:  Visual search according to the Guided Search theory (Cave & Wolfe, 1990; figure taken and 

adapted from Müsseler & Prinz, 2008). In this theory, both bottom-up and top-down 

mechanisms are presumed to guide the allocation of attention to different locations. In this 

example, the vertical red bar is the target stimulus that has to be detected among distractors. 

Activation maps are computed for specific dimensions. It is assumed that both the orientation 

(vertical) and the color (red) are positively biased through a top-down mechanism. In the color 

map, red stimuli are activated most. In the orientation map, vertical stimuli are activated most. 

The dimension-specific activation maps are subsequently condensed into an overall map of the 

activations. Attention is allocated to the location with the highest activation on the overall map 

of activations (in this case the target). 

 

In visual search tasks, participants have to identify a target amongst an array of distractor stimuli. 

Targets that differ from the distractors in one feature can easily be found (they “pop out”), but targets 

that share features with distractors take longer to identify. In the Guided search theory (Wolfe, 1994; 

Wolfe & Gancarz, 1997; Wolfe, 2007; Müsseler & Prinz, 2008), it is assumed that both bottom-up and 

top-down mechanisms determine which part of a visual field is selected for attentional processing (see 

figure 3.6). According to this theory, different features in the visual field are first processed separately 

and in a fast, parallel fashion (cp. Wolfe, 1994, for the following paragraph). The visual field is internally 

represented through maps. These maps are dimension-specific; separate for color, orientation, and so 

on. Locations on these maps are differentially activated and so help to determine which locations 

should be selected for further attentional processing. Both bottom-up and top-down mechanisms 

contribute to the activation of different locations on the map. Wolfe describes bottom-up activation 

as based on the differences between the item in one location and the items in the surrounding 

locations. If an item in one location is particularly salient in one dimension, this location will be more 

strongly activated on the corresponding feature map. For example: if a red bar is surrounded by blue 

bars, the location of the red bar will be more strongly activated on the dimension map for color. In this 
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way, the salience of individual items determines the activation values of locations on the dimension-

specific maps. In contrast, top-down activation is not based on salience, but on the task instructions 

and goals. The task might for example consist in selecting the vertically oriented item. If one bar is 

vertically oriented while the other bars are horizontally oriented or tilted, the location of the vertical 

bar will be more strongly activated on the dimension map for orientation. Top-down mechanisms 

influence activations based on pre-existing knowledge. The selection of a target often relies not only 

on one dimension, but several dimensions. If the target is a red, vertical bar, the maps of color and 

orientation are the ones that are crucial to determine a correct response. The activations on these 

maps are determined both by bottom-up and top-down influences. How are different maps 

integrated? Wolfe assumes that the dimension-specific activations are computed into an overall map 

of activations. This map contains the added-up, weighted activation values of all relevant dimension-

specific maps. The location of the red, vertical bar should be most strongly activated on the overall 

activation map20. This location should then be selected for further attentional processing (which would 

lead to the participant finding the target). The Guided Search theory relies on the assumption of 

location-based attention and is an expansion of the Feature Integration theory (Treisman & Gelade, 

1980; Treisman, 1985). The Guided Search theory is highly compatible with findings from animal 

studies, where the role of the IPC and the superior colliculus has been highlighted. Asadollahi and 

colleagues (2010) hypothesized that the IPC forms a salience map (by responding to the “relative 

strength of competing stimuli”, p. 893). Notably, the IPC is the recipient of direct top-down projections 

from the gaze control area that is located in the owl’s forebrain (Asadollahi, et al., 2010). It seems likely 

that the IPC is not simply a structure that helps to form salience maps, but possibly the 

neuroanatomical correlate of Wolfe’s dimension-specific activation maps. The IPC is topographically 

organized, responds to visual and auditory saliences (which reflects the bottom-up component) and is 

also receptive to top-down influences. Wolfe’s overall map of activations might be formed either in 

the IPC or (more likely) in the superior colliculus, which exhibits the signs of forming a corresponding 

topographical map and receives projections from the IPC. As the IPC (or in mammals, the 

parabigeminal nucleus21) is a cholinergic nucleus, ACh seems to play an important role in modulating 

visuospatial bottom-up attention. In their review article, Dutta and Gutfreund (2014) stated that the 

superior colliculus is crucial both for overt and covert attentional shifts to the most salient stimulus; 

the computations that are generated here are transferred to a wide range of other areas for further 

                                                           
20 Wolfe’s (1994) model explicitely assumes the existence of computational errors, so the target location does 
not necessarily become the most activated location on the overall map of activations. The example is simplistic 
in that regard. 
21 While the role of the IPC is relatively well understood, the role of the parabigeminal nucleus in humans has 

been the object of far less studies. A similar link between this nucleus and the superior colliculus can be assumed, 
but more studies are needed to corroborate this assumption (Krauzlis, Lovejoy, & Zénon, 2013). 
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processing. Interestingly, they stated that the superior colliculus is “homolog in all vertebrate species” 

and “one of the most phylogenetically conservative structures in the brain” (p. 3). This indicates that 

the processes that take place here are universally important in vertebrates – which would certainly 

apply to salience-based target selection. 

 

 

3.5. Measures and modulators of selective bottom-up attention 

 

 

As discussed in subchapter 1.6, both the Posner-Cuing task and the Dot Probe task are 

frequently used to tap selective bottom-up attention. What are the neural correlates of these tasks? 

Buschmann and Miller (2007) suggested that bottom-up selection first arises in the intraparietal cortex 

and adjacent regions. An important role of the superior colliculus can also be expected for salience-

driven selection (Asadollahi, et al., 2010; Dutta & Gutfreund, 2014). In positron emission tomography 

(PET) studies of spatial cuing tasks, exogenous and endogenous attention were found to activate 

similar, but not identical regions in both the parietal and frontal cortex (Corbetta, 1998). Hopfinger 

and West (2006) recorded event-related potentials and found that exogenous attention modulated 

“the late phase of the extrastriate-cortex-generated P1 component” (p. 774); this was the earliest 

stage at which attention modulated the sequence of information processing. Salmi and colleagues 

(2009) argued for “largely overlapping” networks of both types of attention, finding activation via fMRI 

in the superior parietal, temporopariatal and frontal areas, while Hahn and colleagues (2006) argued 

for “largely dissociated networks”. They found the tempoparietal junction (amongst other areas) 

especially activated by stimulus-driven attention. The performance in the Dot Probe task has been 

associated with the intraparietal cortex, the visual cortex (both the V1 and the extrastriate areas) and 

other areas such as the amygdala or the ventrolateral prefrontal cortex (Wenzel, 2012). Dot Probe 

tasks are often relatively diverse, especially in regard to the utilized stimulus material. The neural 

correlates reflect this diversity. In sum, areas of the intraparietal cortex have indeed been associated 

with the performance in the Posner-Cuing task and Dot Probe task, as suggested by Buschman and 

Miller (2007). The involvement of frontal areas has also been highlighted, however. Notably, PET and 

fMRI sessions do not provide the same spatial and temporal resolution as single-unit recordings (which 

are precise on an ms-level), so that these findings cannot fully help to dissociate the role of these brain 

areas for top-down and bottom-up attention (or in other words, these reports cannot determine when 

the different populations of neurons started to process the target). Witte and colleagues (1997) 

conducted a pharmacological study. The performance of two female Rhesus monkeys in a Posner-

Cuing task was observed dependent on the administration of either saline or nicotine (Witte et al., 

1997). While the smallest doses of nicotine had no effect, intermediate and high doses led to reduced 
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Posner effects (i.e., to a reduction of the average RT difference between valid and invalid trials). These 

reduced Posner effects were caused by an increase in the response speed in invalid trials. In the same 

study, the Posner-Cuing task was also administered to human participants, who were either smokers 

or non-smokers. Smokers consumed one cigarette of their usual brand immediately prior to testing. 

They displayed significantly smaller Posner effects than non-smokers (see figure 3.7). This effect was 

driven by the higher response speed of smokers in invalid trials.  

 

Figure 3.7.:  The Posner effects in a Posner-Cuing task in humans and monkeys in dependence of nicotine 

intake (figure taken and adapted from Witte et al., 1997). Human smokers (black bar) displayed 

significantly reduced Posner effects compared to non-smokers (white bar). For the monkeys, s 

indicates saline (placebo) trials; the nicotine doses are given in milligram per kilogram 

bodyweight. Monkey A received lower doses of nicotine than monkey B. Witte and colleagues 

(1997) pretested which doses of nicotine were similarly effective for both monkeys and found 

that monkey A responded more sensitively to nicotine. Monkey A displayed a significantly 

reduced Posner effect at the highest nicotine dose. Monkey B displayed a significantly reduced 

Posner effect at the intermediate and highest doses of nicotine. 

 

The equivalent effects of nicotine in humans and monkeys suggest that a heightened cholinergic 

transmission (as achieved via the agonist) lessens the impact of the validity of the Posner stimuli. Under 

the influence of the agonist, human smokers and nicotine-consuming monkeys were less affected by 

highly salient cues in invalid trials. These results indicate not only that the cholinergic system is involved 

in modulating visuospatial bottom-up attention, but also that specifically the nAChRs play an important 

role. Notably, the superior colliculus is one of the areas in the brain with the highest density of nAChRs 

(Clarke, Schwartz, Paul, Pert, & Pert, 1985). NAChRs are also present in sensory cortices like the V1, 

where they increase the contrast sensitivity and responsiveness of the thalamorecipient neurons in 
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layer IV (Noudoost & Moore, 2011a). These neurons are the “primary recipient of sensory input from 

the thalamus” and are responsible for distributing this information for additional processing (Xu, Jeong, 

& Rudy, 2013, p. 155). It stands to reason that naturally occurring variants within the nAChRs might 

modulate the processing of salience and thus impact on bottom-up attention. In this thesis, three 

polymorphisms in genes of the nAChR will be examined as possible modulators of selective bottom-up 

attention. The CHRNA4 rs1044396 polymorphism has been linked to the numbers of nAChRs in a high-

affinity state; the CHRNA5 rs3841324 polymorphism has been associated with the level of CHRNA5 

mRNA expression and the CHRNA5 rs16969968 polymorphism has been reported to influence the 

responsiveness of nAChRs towards an agonist (cp. subchapter 2.6). Due to their biological relevance 

within the cholinergic system, it is expected that these polymorphisms will modulate the performance 

in the Posner-Cuing task and in the Dot Probe task. At the same time, it is expected that these variants 

will not influence the performance in the Stroop task or Negative priming task to the same extent, as 

these tasks primarily tap selective top-down attention.  

 

Summary. Selective top-down attention and bottom-up attention originate in different areas 

of the brain. The PFC (including the FEF) seems to be particularly relevant for top-down attention. The 

dopaminergic system might crucially modulate top-down attention through the D1Rs. DA is assumed 

to influence the PFC function via an inverted-U response curve, with intermediate levels of DA exerting 

the most beneficial effects. It is expected that two variants of the dopaminergic system (the COMT 

Val158Met polymorphism and the DAT1 polymorphism) modulate the performance in the Stroop and 

Negative priming task. Selective bottom-up attention has been associated with the IPC, the superior 

colliculus and the sensory cortices. The cholinergic IPC might be responsible for forming dimension-

specific activation maps and might help to form the overall activation maps in the superior colliculus. 

It is expected that three variants of the cholinergic system (the CHRNA4 rs1044396, CHRNA5 

rs3841324, and the CHRNA5 rs16969968 polymorphisms) modulate the performance in in the Posner-

Cuing and Dot Probe task, which measure selective bottom-up attention. The study design is beneficial 

in terms of convergent and discriminant validity, allowing the representation of both the dopaminergic 

system and cholinergic system by multiple variants. Noudoost and Moore (2011a, p. 589) asked for 

“more rigorous behavioral and psychophysical paradigms”, stressing the importance of “clearly 

isolate[ing] the particular varieties of attention observable in human subjects”. The employed tasks in 

this thesis provide clear-cut behavioral phenotypes, which aligns with the demand of Noudoost and 

Moore. 

 

Green and colleagues (2008, p.710) also stated: 
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“…even the most precise molecular-genetic data cannot be useful if the phenotypes 

are not well defined. Thus, cognitive-neurogenetic studies are only as good as their 

ability to measure mental phenotypes validly and specifically; clear psychological 

theory and rigorous psychometrics are essential. In particular, describing and 

parsing the components of psychological functions will require well-developed 

behavioural tasks to ensure that the components that are being investigated are 

the ones that are actually being measured.”  

 

This thesis might help to dismantle selective top-down and bottom-up attention on a molecular 

biological level, and might expand findings that so far have been observed in animals. The genetic 

approach enables the examination of naturally occurring variations within the DA and ACh 

neurotransmitter systems in human participants. 
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The Objective of the Thesis 
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The primary objective of this thesis is the examination of the influences of the dopaminergic 

and cholinergic neurotransmitter systems on selective top-down and bottom-up attention. Based on 

the studies summarized in chapters two and three, the following assumptions are drawn: It is expected 

that the influence of the dopaminergic neurotransmitter system on selective top-down attention is 

greater than the influence of this system on selective bottom-up attention. Thus, it is assumed that the 

COMT Val158Met polymorphism and the DAT1 polymorphism impact on the performance in the 

Stroop task and in the Negative priming task, but not (to the same extent) on the performance in the 

Posner-Cuing task and in the Dot Probe task. Specifically, it is expected that Met allele carriers of the 

COMT Val158Met polymorphism and carriers of the 10-repeat allele of the DAT1 polymorphism display 

a better performance in both tasks. In alignment with the differing levels of COMT activity reported by 

Chen and colleagues (2004), the sample will be subdivided into Val allele homozygotes and carriers of 

the Met allele (Val/Val vs. Met+). Gender will be considered as a factor in all analyses of this 

polymorphism, since gender-based differences haven been reported repeatedly (Xie, Ho, & Ramsden, 

1999; Chen et al., 2004; Tunbridge et al., 2006). Conversely, it is also expected that the influence of the 

cholinergic neurotransmitter system on selective bottom-up attention is greater than the influence of 

this system on selective top-down attention. It is assumed that the CHRNA4 rs1044396 polymorphism, 

the CHRNA5 rs3841324, and the CHRNA5 rs16969968 polymorphism impact on the performance in the 

Posner-Cuing task and the Dot Probe task, but not (to the same extent) on the performance in the 

Stroop task and Negative priming task. Specifically, it is expected that carriers of the T allele of the 

CHRNA4 rs1044396 polymorphism display a better performance in the Posner-Cuing task and the Dot 

Probe task. In regard to the CHRNA5 rs3841324 polymorphism and the CHRNA5 rs16969968 

polymorphism, the analysis will be exploratory and no prior assumptions about their alleles will be 

drawn. The analyses of these polymorphisms will be based on binary groups. The rs3841324 

polymorphism will be analyzed on basis of comparisons between homozygous S allele carriers and L 

allele carriers (S/S vs. L+), since Wang and colleagues (2009) reported significant differences in CHRNA5 

mRNA expression between S allele homozygotes and L/S heterozygotes, but not between L/S 

heterozygotes and L allele homozygotes. The CHRNA5 rs16969968 polymorphism will be analyzed on 

basis of comparisons between the homozygous G allele group and the group of A allele carriers (G/G 

vs. A+), since the A allele was singled out as the risk allele on a behavioral level (Bierut et al., 2008). 

Gender will be considered as a factor in these analyses and the diplotypes of both polymorphisms will 

be examined as well (cp. Wei et al., 2011). Altogether, a double dissociation between the 

polymorphisms of the dopaminergic system and the polymorphism of the cholinergic system is 

expected in regard to selective top-down and bottom-up attention. In the following chapters, this 

assumption will be referred to as the dissociation hypothesis (cp. Noudoost & Moore, 2011a).  
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The secondary objective of this thesis is the study of cholinergic modulations of response 

speed. It is expected that the three cholinergic polymorphisms modulate response speed in the Stroop 

task, Negative priming task, Posner-Cuing task, and Dot Probe task (or in other words, irrespective of 

the required type of attentional selection). For the CHRNA4 rs1044396 polymorphism, it is expected 

that the average RTs in all four tasks increase linearly with the C allele dosage (Greenwood et al., 2005). 

In regard to CHRNA5 rs3841324 polymorphism and CHRNA5 rs16969968 polymorphism, the scarcity 

of preceding studies allows only explanatory analyses. At this point, no assumption can be made which 

alleles of these polymorphisms might have beneficial effects on response speed. Yet again, the analyses 

of both CHRNA5 polymorphisms will be based on binary groups. In the case of the rs3841324 

polymorphism, the groups will be composed of S allele homozygotes and carriers of the L allele (S/S vs. 

L+). In the case of the rs16969968 polymorphism, the groups will be composed of G allele homozygotes 

and A allele carriers (G/G vs. A+). Gender will be considered as a factor in these analyses and the 

diplotypes of both polymorphisms will be examined as well. 
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This chapter provides detailed information about the different components of the study. First, 

the composition of the sample will be explained in more detail (subchapter 5.1). Then, the protocol of 

the study will be outlined (subchapter 5.2). In subchapter 5.3, the materials and apparatus of the 

employed tasks will be described, and in subchapter 5.4, the procedure of the tasks will be specified. 

Details on the pen-and-paper control measures will be reported in subchapter 5.5, while the details of 

the genetic analyses will be given in subchapter 5.6.  

 

 

5.1. Participants 
 

182 participants from the University of Trier gave written consent. They were given the 

opportunity to get excluded from the study at any time if desired. Their median age was 21 years 

(ranging from 18 to 57 years) with 71.9 % of the participants being female. At the beginning of the 

experimental session, they were informed about the purpose of the study. Yet, references to the 

specific hypotheses were not given. The participants were encouraged to show their best performance 

in the experiments. As an incentive, they were informed that the best four participants (in regard to 

response speed and precision) would receive a gift certificate worth 50 €. Regardless of their 

performance, the participants received course credit for their participation in the study. All of the 

participants had normal or corrected-to-normal vision. The participants’ medication status and 

dyschromatopsia were checked by self-report. Other control question were aimed at the consumption 

of nicotine, the level of physical activity and fitness, the level and type of education, the handedness, 

preexisting symptoms of ADHD and the ability to touch-type22. Ethnic data was not collected, as the 

risk of population stratification was low in this sample23. The experimental protocol was approved by 

the ethics committee of the University of Trier and was conducted in accordance to the latest revision 

of the Declaration of Helsinki. 

 

                                                           
22 Touch-typing is the ability to use a keyboard without constant visual aid. It was assessed whether the 
participants were able to touch-type with the (German) standard system for finger placement and positioning. 
23 Recently, Steffens and colleagues (2006) have reported on the low extent of genetic heterogeneity in German 

samples. They compared three samples (with more than n = 700 participants each) that were drawn in southern 
Germany, northern Germany and north-east Germany. The FST value (as a coancestry coefficient) neither differed 
between the northern and southern sample nor between the northern and north-east sample. There was a small, 
but significant FST difference between the southern and north-east sample, which were geographically the widest 
apart. The author stated that the FST values between the most distant samples were “2-4 times lower than the 
FST value between Germans and other Germanic populations (Dutch, Danish, English, Austrian, Swiss, Belgians)” 
(p.27). The differences between their samples accounted for “far less than 5% of the total variance” (p. 26) and 
were too small to serve as a foundation for the prediction of population membership. As this study was 
conducted in Trier, situated in middle Germany, population stratification was not expected. 
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5.2. Study protocol 
 

Up to three participants took part in the study at the same time (for a visualization of the study 

protocol, see figure 5.1). It took about two hours to participate in the study. During this time, the 

participants could drink as much water as they liked but were not allowed to eat. The experimental 

session started with briefing the participants. After they were fully informed and had given their 

consent to participate in the study, each of them were seated in soundproof chambers. They were 

asked to answer a set of demographic questions presented on the computer. Before the experiments 

started, it was ensured that all participants were placed 60 cm in front of the screen (to this end, chin 

rests were used). Each task was fully computerized. The instructions were given on screen. A task was 

only started when all participants had finished the previous task. The Stroop task, Negative priming 

task and Posner-Cuing task were conducted in a randomized order. To eliminate the possibility of carry-

over effects, the Dot Probe task was always conducted last24. After completing the experiments, the 

room was changed and the participants were asked to fill out three paper-and-pencil questionnaires. 

The questionnaires were handed out in a randomized order. These questionnaires were the ADHD Self-

Report checklist (ADHD-SR) (Rösler et al., 2004), the Cognitive Failure Questionnaire (CFQ; Broadbent, 

Cooper, FitzGerald, & Parkes, 1982; Lumb, 1995) and the Action Control scale (Kuhl, 1990). Of the three 

questionnaires, only the ADHD-SR questionnaire is a component of this thesis and will be introduced 

in detail. After the questionnaires were filled out, the revised D2 Test was administered to the 

participants (Brickenkamp, Schmidt-Atzert, & Liepmann, 2010). The test instructions were first given 

by the experimenter. The participants then worked on a practice sheet to acquaint themselves with 

assignment. When they had completed the sheet correctly, the test was started. Due to the length of 

the study, the participants were given the opportunity of taking breaks between the various parts. At 

the end of the experimental session, saliva was sampled from the participants and they were thanked 

for their participation in the study.  

 

 

 

 

                                                           
24 The Dot Probe task was the only task in which affective stimuli were used. These stimuli were pictures of 
positive or negative valence and had high arousal values (additionally, ‘neutral’ pictures of intermediate valence 
and low arousal values were used). 
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Figure 5.1.:   The study protocol. The participants were first briefed (1) and then answered a set of 

computerized questions (2). Afterwards, the experimental tasks were administered to them – 

first the valence-neutral tasks in a randomized order (3) and then the Dot Probe task (4). Next, 

the questionnaires were handed out in a randomized order (5) and the D2 test was 

administered (6). As the last step, saliva was sampled from the participants (7) and they were 

debriefed (8). 
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5.3. Materials and apparatus 
 

The experiments were conducted using the E-Prime software (version 2.0; Psychology 

Software Tools, Pittsburgh, PA, USA) and were carried out on standard PCs and monitors. Responses 

were made on QWERTZ-type keyboards. For the Stroop task the stimuli were the words “red” and 

“blue” in the font type Calibri, either presented in red or blue font color. Each letter was about 0.57° 

high and 0.48° wide. The background was white. In the Negative priming task, the stimuli were the 

letters “D”, “F”, “K” and “J” in the font type Calibri, presented black on a white background. Each letter 

was about 0.69° high and up to 0.48° wide. In the Posner-Cuing task, the stimuli were the letter “T” 

and the sign “+” in the font type Calibri, presented in black font color. Each sign measured about 0.57° 

x 0.48°, and was presented 2.39° lateral to the central fixation marker. The background was grey and 

the whole stimuli setup measured about 7.15° in width and 1.43° in height. In the Dot Probe task, the 

target stimulus was a white dot that measured about 0.29° in width and height. The cue stimuli were 

pictures that measured about 6.20° in width and 3.82° in height. There were 20 neutral, 20 positive, 

and 20 negative pictures. These pictures were selected from a normed database, the International 

Affective Picture System (Lang, Bradley, & Cuthbert, 2008). The pictures in this database are rated for 

affective valence and arousal on a scale of 1 – 9. The neutral stimuli chosen for this study had an overall 

valence rating of M = 4.97 (SD = 0.37; ranging from 4.23 to 5.59) and an overall arousal rating of M = 

2.66 (SD = 0.53; ranging from 1.72 to 3.66). The positive stimuli had an overall valence rating of M = 

7.61 (SD = 0.43; ranging from 6.65 to 8.34) and an overall arousal rating of M = 5.64 (SD = 0.89; ranging 

from 4.11 to 7.31). The negative stimuli had an overall valence rating of M = 2.37 (SD = 0.55; ranging 

from 1.62 to 3.79) and an overall arousal rating of M = 6.46 (SD = 0.72; ranging from 4.57 to 7.35). The 

background was grey and the whole stimuli setup measured about 15.94° in width and 3.82° in height. 

 

 

5.4. Procedure 
 

The Stroop task. The participants were instructed to place the left index finger on the key C of 

the computer keyboard and the right index finger on the key M of the computer keyboard. It was their 

task to indicate the color of a word (either blue or red) while ignoring the word content (either blue or 

red). They did this correctly by pressing C for words colored in blue and M for words colored in red. 

When all participants had confirmed to the experimenter that they understood the instructions, a block 

of 24 practice trials was started. If no further questions remained, the experimental trials were started 

subsequently. A typical Stroop trial consisted of the following events (see figure 5.2): A blank screen 

was shown for 1000 ms. A fixation marker (“+”) then appeared at the center of the screen for 500 ms. 
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The stimulus was then presented until the participants responded to it. If the response had been wrong 

or too slow (RT > 2000 ms), a feedback display was inserted for 1500 ms before the experiment 

resumed with the next trial. The Stroop task consisted of 72 trials, 36 of which were congruent (the 

word color equaled the word content) and 36 of which were incongruent (the word color did not equal 

the word content). The RT differences between the congruent and incongruent condition typically 

result in the congruency effect or Stroop effect, i.e. the usually slowed and more error-prone responses 

to stimuli of interference. 

The Negative Priming task. The participants were instructed to place the middle and index 

fingers of both hands on the keys D, F, J, and K of the keyboard. It was their task was to indicate the 

middle letter of a three-letter-string. They did this correctly by pressing the corresponding key (either 

D, F, J or K). When all participants had confirmed to the experimenter that they understood the 

instructions, a block of 24 practice trials was started. If no further questions remained, the 

experimental trials were started subsequently. A typical negative priming trial consisted of the 

following events (see figure 5.2): The participants started the trial by pressing the spacebar. A fixation 

marker (“+”) appeared at the center of the screen for 400 ms. The prime display was then presented 

until the participants responded to the stimuli. If the response had been wrong or too slow (RT > 2000 

ms), a feedback display was inserted for 1500 ms. Next, a blank screen was shown for 200 ms. 

Afterwards, a fixation marker was presented for 400 ms. The probe display then appeared until the 

participants responded. As before, a feedback display was inserted for 1500 ms if the response had 

been wrong or too slow (RT > 2000 ms). The experiment then resumed with the next trial, which the 

participants started themselves by pressing the space bar. After half of the trials, the participants had 

the option to take a short break. The Negative priming task consisted of 144 trials. Of those, 48 

belonged to the attended repetition condition, where the prime target was repeated as the probe 

target. A further 48 trials belonged to the control condition, where prime and probe stimuli were 

completely distinct. Another 48 trials belonged to the ignored repetition condition, where the prime 

distractor was repeated as the probe target. The RT differences between the attended repetition and 

control condition usually result in a positive priming effect (short PP effect), i.e. the usually faster and 

less error-prone responses after a prime target is repeated as a probe target. The RT differences 

between the ignored repetition and control condition typically result in the NP effect25, i.e. the slowed 

and more error-prone responses after a prime distractor is repeated as a probe target. 

                                                           
25 Attending to an object makes a subsequent response to the same object easier, while ignoring an object makes 

a subsequent response to the same object more difficult (Fox, 1995). In this regard, the PP effect and NP effect 

seem to be mirror each other perfectly (hence the respective terms). This conclusion is somewhat misleading, 

however, since the underlying processes are not necessarily identical (Fox, 1995; May et al., 1995; Frings et al., 

2014). 
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The Posner-Cuing task. The participants were instructed to place a finger on the key B of the 

computer keyboard. It was their task to indicate the appearance of the target letter T by pressing the 

key B. When all participants had confirmed to the experimenter that they understood the instructions, 

a block of 24 practice trials was started. If no further questions remained, the experimental trials were 

started subsequently. A typical trial consisted of the following events (cp. figure 5.3): A fixation marker 

(“*”) appeared at the center of the screen for 1500 ms. A bright cue then illuminated one of the two 

boxes for 50 ms. The fixation marker reappeared for 100 ms. The target letter T was then presented in 

one of the boxes while the other box depicted a + symbol. The stimuli remained on screen until the 

participants responded. If the response had been wrong (hitting a wrong key or reacting in the catch 

trial condition) or too slow (RT > 2000 ms) a feedback display was inserted for 1000 ms. The Posner-

Cuing task consisted of 360 trials, with 150 being valid (both cue and target were presented left in 75 

cases and right in 75 cases) and another 150 being invalid (the cue was presented left in 75 cases and 

right in 75 cases, while the target was presented on the corresponding alternative position). Further 

30 trials were neutral (the cues were presented on both positions) and 30 trials were catch trials (two 

+ symbols were presented, but no target). Since valid and invalid trials occurred with an equal 

frequency, this task was an exogenous Posner-Cuing task. The RT differences between the valid and 

invalid condition typically result in the validity effect or Posner effect, i.e. the usually slowed responses 

after the wrong location has been cued.  

The Dot Probe task. The participants were instructed to place the middle finger and the index 

finger of their dominant hand on the keys G and H of the computer keyboard. It was their task to 

indicate the location of a dot by pressing the key G when the dot appeared at the left side of the fixation 

marker and by pressing the key H when the dot appeared at the right side of the fixation marker. When 

all participants had confirmed to the experimenter that they had understood the instructions, a block 

of 10 practice trials was started. If no further questions remained, the experimental trials were started 

subsequently. A typical trial consisted of the following events (cp. figure 5.3): A fixation marker (“*”) 

appeared at the center of the screen for 1000 ms. The picture pair was then presented for 500 ms. The 

target dot subsequently appeared either left or right and remained on screen until the participants 

responded. If the response had been wrong or too slow (RT > 2000 ms) a feedback display was inserted 

for 1000 ms before the next trial started. The Dot Probe task consisted of 110 trials. There were 40 

trials with a neutral-positive picture pair and 40 trials with a neutral-negative picture pair. In these 

trials, the affective picture and the target dot appeared equally often at each location26. Half of the 40 

trials were valid and half were invalid. The affective picture and the target appeared at the same 

location in valid trials and at opposite locations in invalid trials. The RT differences between the valid 

                                                           
26 Subsequently, the 40 trials could be divided into four subcategories: (1) affective picture right, target left, (2) 
affective picture left, target right, (3) affective picture right, target right, (4) affective picture left, target right. 
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and invalid condition typically result in the Dot Probe effect, i.e. the typically slowed responses after 

the target appears at the location of a neutral picture stimulus. Additionally, there were 10 trials with 

a wholly neutral picture pair, 10 trials with a wholly positive picture pair, and 10 trials with a wholly 

negative picture pair. In these trials, the dot appeared at each location with an equal frequency. These 

trials were implemented to assess the effects of the valence of the stimulus material. In all trials, the 

picture stimuli were randomly selected out of the three respective pools of neutral, positive, and 

negative picture. 

 

 

 

 

Figure 5.2.:   Sequence of events (A) and conditions (B) in the Stroop task; sequence of events (C) and 

conditions (D) in the Negative priming task. The stimuli are not drawn to scale.
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Figure 5.3.:   Sequence of events (A) and conditions (B) in the Posner-Cuing task; sequence of events (C) and 

conditions (D) in the Dot Probe task. The stimuli are not drawn to scale. For the Posner-Cuing 

task, the yellow squares indicate the bright “light flash” cue (a salient change in luminance). 

The catch trials of the Posner-Cuing task are not depicted in the figure. For the Dot Probe task, 

the smiley graphics are visualizations of the cues but to not resemble the actual photographs 

that were used. Note that in each of the depicted conditions, target and cue appeared equally 

often on either side. The valence-consistent Dot Probe trials are not depicted in the figure 

(picture pairs that were either positive-positive, negative-negative, neutral-neutral) 

 

 

5.5. Control measures 
 

All participants were screened for ADHD. Their general attentional capacity was also measured. 

These control analyses were relevant to examine to which degree the results of this study were 

attributable to the general level of performance or to a common attentional disorder. An adult self-

report ADHD checklist was administered to screen for any ADHD symptomatology in the participants 

(see appendix A1). The ADHD-SR checklist (Rösler et al., 2004) consists of 22 items on a four-point 

Likert-scale and corresponds to the diagnostic criteria of the DSM-IV and ICD-10. The coefficient of 

retest-reliability is r ≥. 70 and thus surpasses the threshold for diagnostic measures (Stieglitz, 2000). A 

positive answer value on an item (score > 0) is registered as one point. The cut-off value for the 
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diagnosis of ADHD is defined at 10 points by Rösler and colleagues (2004). Of these, six points need to 

be derived from the items 1-9, three points from the items 10-14 and at least one point from the items 

15-18. The revised D2 Test (Brickenkamp et al., 2010) is a cancellation test normed for ages 9 – 60 

years. It provides a highly reliable measure of the general concentration and attention capacities; the 

coefficients of Cronbach’s alpha and the retest reliability surpass r ≥ .85. The test consists of a single 

paper sheet with 14 rows of letters (d’s and p’s) which each are surrounded with up to four short 

dashes. Each row consists of 57 items, resulting in 798 total items. It was the participants’ task to cross 

out any d’s with two dashes (targets) while d’s with more or less dashes as well as p’s (distractors) 

were to be ignored. The participants had a time limit of 20 s per row. They were encouraged to be as 

fast and precise as possible. The two main measures derived from the D2 Test are the concentration 

performance and the error score. The concentration performance is a standardized measure that 

reflects the absolute number of detected targets minus the number of omission and commission 

errors, thus reflecting both speed and accuracy. The error score is a standardized measure that 

indicates the percentage of processed items that were processed incorrectly (either due to omission 

or commission errors). 

 

 

5.6. Genetic analyses 
 

DNA was obtained from buccal cells followed by a mouthwash with Listerine (Qiagen Gentra 

Puregene Buccal Cell Kit, Hilden, Germany). All genotyping data were called by two independent 

individuals. 

The COMT Val158Met polymorphism. A polymerase chain reaction (PCR) was performed in 50 

µl reactions with a total DNA concentration of 100 ng, 2 mM MgCl2, 10 pmol of each primer, 0.2 mM 

dNTPs, 5 % DMSO and 1.25 U Hot Star Taq Polymerase (Qiagen). The following primers were used in 

the PCR: COMT forward (5'- ACTGTGGCTACTCAGCTGTG -3') and COMT reverse (5'- 

CCTTTTTCCAGGTCTGACAA -3'). Thermal cycling was carried out using the following conditions: initial 

step 5 min at 95 °C followed by 40 cycles at 94 °C for 30 s, 55.1 °C for 30, 72 °C for 30 s and a final 

extension phase at 72 °C for 7 min. PCR products were separated on a 2 % agarose gel and visualized 

with ethidium bromide under UV light. Restriction analysis of the COMT Val158Met polymorphisms 

was performed with Hsp92II (Promega) and resulted in the three genotypes Val/Val, Val/Met and 

Met/Met. COMT Val158 Met primer sequences and fragment lengths were previously described 

(Tenhunen et al., 1994). 
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The DAT1 polymorphism. A PCR was performed in 50 μl reactions with a total DNA 

concentration of 100 ng, 1.5 mM MgCl2, 10 pmol of each primer, 0.2 mM dNTPs, and 1.25 U Hot Star 

Taq Polymerase (Qiagen). The following primers were used in the PCR: DAT1 forward (5'- 

AGCTCAGGCTACTGCCACTC -3') and DAT1 reverse (5'- AAAAAGCCATTCGCAAACAT - 3'). Thermal cycling 

was carried out using the following conditions: initial step 5 min at 95 °C followed by 40 cycles at 94 °C 

for 30 s, 53.6 °C for 45 s, 72 °C for 30 s and a final extension phase at 72 °C for 7 min. PCR products 

were separated on a 2 % agarose gel and visualized with ethidium bromide under UV light. The DAT1 

PCR products resulted in fragments of 640 bp (11-repeat), 600 bp (10-repeat), 560 bp (9-repeat), 520 

bp (8-repeat). DAT1 primer sequences and fragment length were previously described (Vandenbergh 

et al., 1992). 

The CHRNA4 rs1044396 polymorphism. A PCR was performed in 50 µl reactions with a total 

DNA concentration of 100 ng, 1.5 mM MgCl2, 10 pmol of each primer, 0.2 mM dˈNTPs, and 1.25 U Hot 

Star Taq Polymerase (Qiagen). The following primers were used in the PCR: CHRNA4 forward (5ˈ–

TCTCGCAACACCCACTC–3ˈ) and CHRNA4 reverse (5ˈ–GTCTGTGTCTTCGGCCTTCA–3ˈ). Thermal cycling 

was carried out using the following conditions: initial step 5 min at 94 °C followed by 40 cycles at 94 °C 

for 30 s, 65.3 °C for 30 s, 72 °C for 30 s and a final extension phase at 72 °C for 7 min. PCR products 

were separated on a 2 % agarose gel and visualized with ethidium bromide under UV light. Restriction 

analysis of the CHRNA4 rs1044396 polymorphism was performed with HhaI (Promega). Digest 

products were separated on a 2.5 % agarose gel and visualized with ethidium bromide under UV light. 

The T allele resulted in bands of 152 and 138 bps, while the C allele resulted in bands of 152, 105 and 

33 bps. Accordingly, the restriction analysis resulted in the three genotypes T/T, C/T and C/C. 

The CHRNA5 rs3841324 polymorphism. A PCR was performed in 50 µl reactions with a total 

DNA concentration of 100 ng, 1.0 mM MgCl2, 10 pmol of each primer, 0.2 mM dNTPs, 5 % DMSO and 

1.25 U Hot Star Taq Polymerase (Qiagen). The following primers were used in the PCR: rs3841324 

forward (5'- GCTAGGAGCAGACAGGGTTG-3') and rs3841324 reverse (5'- GAGACAAAACGAGGGCAGAC 

-3'). Thermal cycling was carried out using the following conditions: initial step 5 min at 94 °C followed 

by 40 cycles at 94 °C for 30 s, 61°C 30 s, 94 °C for 30 s, and a final extension phase at 72 °C for 7 min. 

PCR products were separated on a 2 % agarose gel and visualized with ethidium bromide under UV 

light. The analysis of the CHRNA5 rs3841324 polymorphism resulted in the three genotypes L/L, L/S 

and S/S.  

The CHRNA5 rs16969968 polymorphism. A PCR was performed in 50 µl reactions with a total 

DNA concentration of 100 ng, 1.5 mM MgCl2, 10 pmol of each primer, 0.2 mM dNTPs, and 1.25 U Hot 

Star Taq Polymerase (Qiagen). The following primers were used in the PCR: rs16969968 forward (5‘- 

CCA AAC TGC TTT GCA TGA GA- 3‘) and rs16969968 reverse (5‘- CCC ATT TTG CAG GTG CTT TA -3‘). 
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Thermal cycling was carried out using the following conditions: initial step 5 min at 94 °C followed by 

40 cycles at 94 °C for 30 s, 58.1 °C for 30 s, 94 °C for 30 s, and a final extension phase at 72 °C for 7 min. 

PCR products were separated on a 1.5 % agarose gel and visualized with ethidium bromide under UV 

light. Restriction analyses of the CHRNA5 rs16969968 products with TaqI resulted in fragments of 109 

bp and 249 bp for the G allele while the A allele was not digested into different fragments. 
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Chapter 6 

 

The Analyses of Attention Effects 
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This chapter is focused on the main hypothesis of this dissertation. It was hypothesized that 

DA and ACh modulate selective attention differently – specifically, that the selected dopaminergic 

polymorphisms influence the performance in tasks of selective top-down attention, while the selected 

cholinergic polymorphisms influence the performance in tasks of selective bottom-up attention (but 

not vice versa). First, the results of the genotyping analyses will be reported (subchapter 6.1). The 

analyses of the behavioral tasks will be reported subsequently (subchapter 6.2.). Afterwards, the 

effects of the dopaminergic and cholinergic polymorphisms on selective attention will be tested 

(subchapter 6.3. and 6.4, respectively). Control analyses in regard to the general attentional capacity 

and potential attentional deficits will be reported last (subchapter 6.5).  

 

 

6.1. Genotyping 
 

The genotype frequencies of the dopaminergic polymorphisms are depicted in table 6.1 and 

6.2. The genotype frequencies of COMT Val158Met polymorphism did not deviate from the Hardy–

Weinberg equilibrium (χ2 = 0.93, df = 1, p > 0.05), and there were no differences in the genotype 

distributions between male and female participants (χ2 = 1.80, df = 2, p > 0.05). The genotype 

frequencies of DAT1 did not deviate from the Hardy–Weinberg equilibrium either (χ2 = 0.52, df = 1, p > 

0.05). There were also no differences in the genotype distributions between both groups of gender   

(χ2  = 2.68 , df = 2, p > 0.05). Less common DAT1 genotypes were detected in a minority of participants 

(n = 3). These were not further analyzed due to the statistical limitations. The COMT Val158Met 

polymorphism was not correlated with the DAT1 polymorphism (r = .034, p = .654), indicating that their 

alleles did not co-occur above chance levels.  

 

            

The genotype frequencies of the selected cholinergic polymorphisms are depicted in table 6.3 

– 6.5. The genotype frequencies of the CHRNA4 rs1044396 polymorphism did not deviate from the 

Hardy–Weinberg equilibrium (χ2 = 2.96, df = 1, p > .05). However, differences in the genotype 

distributions between male and female participants were noted (χ2 = 7.01, df = 2, p = .03). As a result, 

Table 6.1. Genotype frequencies of the 

COMT Val158Met polymorphism (in n) 

Val/Val Val/Met Met/Met 

46 83 50 

 

Table 6.2. Genotype frequencies of the 

DAT1 polymorphism (in n) 

9/9 9/10 10/10 

10 71 94 
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gender was included as a covariant in the main analyses. The genotype frequencies of CHRNA5 

rs3841324 did not deviate from the Hardy–Weinberg equilibrium (χ2 = 0.19, df = 1, p > 0.05). There 

were no differences in the genotype distributions between both gender groups (χ2 = 0.65, df = 2, p > 

0.05). The genotype frequencies of the CHRNA5 rs16969968 polymorphism did not deviate from the 

Hardy–Weinberg equilibrium either (χ2 = 1.67, df = 1, p > 0.05). There were also no differences in the 

genotype distributions between both groups of gender (χ2 = 0.35, df = 2, p > 0.05).  

 

                  

 

 

The CHRNA4 rs1044396 polymorphism was neither correlated with the CHRNA5 rs3841324 

polymorphism (r = -.040, p = .623) nor with the CHRNA5 rs16969968 polymorphism (r = -.068, p = .398). 

On the other hand, the CHRNA5 rs3841324 polymorphism and the CHRNA5 rs16969968 polymorphism 

were correlated (r = -.582, p < .001). A high linkage disequilibrium between both polymorphisms was 

observed in this study (r² = .34; D’ = 0.97), indicating an above chance level co-occurrence of their 

alleles. The diplotype frequencies of these polymorphisms are depicted in table 6.6.  

 

 

 

 

Table 6.3. Genotype frequencies of the 

CHRNA4 rs1044396 polymorphism (in n) 

T/T T/C C/C 

58 66 33 

 

Table 6.4. Genotype frequencies of the 

CHRNA5 rs3841324 polymorphism (in n) 

L/L L/S S/S 

65 84 31 

 

Table 6.5. Genotype frequencies of the 

CHRNA5 rs16969968 polymorphism (in n) 

G/G G/A A/A 

80 74 26 
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Table 6.6. Diplotype frequencies of the CHRNA5 rs3841324 

polymorphism and CHRNA5 rs16969968 polymorphism 

            CHRNA5 rs3841324 

 L/L L/S S/S 

 G/G 14 35 31 

CHRNA5 

rs16969968 

G/A 26 48 0 

A/A 25 1 0 

 

 

6.2. Task analyses 
 

Stroop task. For the RT analyses, only trials with correct responses were considered (the error 

rate in the congruent condition was 1.18 %, while the error rate in the incongruent condition was 2.92 

%). Responses were considered valid if they were neither too fast nor above a nonparametric outlier 

criterion of the RT distribution of the whole sample (Tukey, 1977). RTs that were more than 1.5 

interquartile ranges above the third quartile of the RT distribution of the whole sample in each 

grouping condition were excluded from the analysis, as were RTs that were shorter than 150 ms. Due 

to these constraints, 2.05 % of all trials were discarded. Correct RTs were submitted into a repeated-

measures analysis of variance (ANOVA) with congruency (congruent vs. incongruent) as factor. Here – 

as in all subsequent repeated-measures ANOVAs – Pillai’s trace was used as a criterion. The effect of 

the congruency was significant [F (1, 180) = 36.78, p < .001, ƞp
2 =.170]. Reactions were faster when 

stimuli were free of conflict, i.e. when the word color equaled the word content. On average, the 

participants displayed a response speed of M = 412 ms (SD = 74 ms) in the congruent condition and M 

= 430 ms (SD = 96 ms) in the incongruent condition (see figure 6.1); accordingly, the Stroop effect was 

M = 18 ms (SD = 40 ms). The error rates were also analyzed. They were submitted into a repeated-

measures ANOVA with congruency (congruent vs. incongruent) as factor. There was a significant effect 

of the congruency [F (1, 180) = 19.83, p < .001, ƞp
2 =.099]. On average, the participants made M = 0.71 

(SD = 1.2) errors in the congruent condition and M = 1.23 (SD = 1.4) errors in the incongruent condition. 

Overall, the reactions were both faster and less error-prone in the congruent condition compared to 

the incongruent condition.  

Negative priming. For the RT analyses, only trials with correct responses were considered (the 

error rate in the attended repetition condition was 0.35 %, the error rate in the control condition was 
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1.08 %, and the error rate in the ignored repetition condition was 1.23 %). Responses were considered 

valid if they were neither too fast nor above a nonparametric outlier criterion of the RT distribution of 

the whole sample (Tukey, 1977). RTs that were more than 1.5 interquartile ranges above the third 

quartile of the RT distribution of the whole sample in each grouping condition were excluded from the 

analysis, as were RTs that were shorter than 150 ms. Due to these constraints, 0.89 % of all trials were 

discarded. Correct RTs were submitted into a repeated-measures ANOVA with condition (attended 

repetition vs. control condition vs. ignored repetition) as factor. The effect of the condition was 

significant [F (2, 180) = 411.65, p < .001, ƞp
2 = .82]. The participants displayed a response speed of M = 

559 ms (SD = 70) in the attended repetition, M = 727 ms (SD = 119) in the control condition, and M = 

732 ms (SD = 114) in the ignored repetition (see figure 6.1). Accordingly, the PP effect was M = 168 ms 

(SD = 85 ms), while the NP effect was M = -5 ms (SD = 36 ms). Of the n = 182 participants, n = 103 

participants displayed a NP effect, while n = 79 participants did not. It was assessed whether the ability 

to touch-type influenced the performance in the Negative priming task. Correct RTs were submitted 

into a repeated-measures ANOVA with condition (attended repetition vs. control condition vs. ignored 

repetition) as factor and touch-typing as a covariant. There was a significant interaction between the 

task condition and the ability to touch-type [F (2, 175) = 8.81, p < .001, ƞp
2 = .09]27. Next, the error rates 

were also submitted into a repeated-measures ANOVA with condition (attended repetition vs. control 

condition vs. ignored repetition) as factor. Again, the effect of the condition was significant [F (2, 180) 

= 109.0, p < .001, ƞp
2 = .55]. The participants made M = 0.56 (SD = 0.9) errors in the attended repetition, 

M = 2.53 (SD = 2.3) errors in the control condition, and M = 2.77 (SD = 2.3) errors in the ignored 

repetition. Overall, the participants were fastest and made the least errors in the attended repetition, 

                                                           
27 All in all, n = 46 participants indicated that they were able to touch-type, while n = 132 indicated that they were 
not able to do so. The participants who were able to touch-type (in the following referred to as touch-typers) 
were faster in the Negative priming task. Across all conditions, they displayed an average response speed of M = 
614 ms (SD = 77 ms); in contrast, the other participants displayed an average response speed of M = 694 ms (SD 
= 92 ms). The occurrence of the NP effect was correlated with the ability to touch-type (r = .205, p = .006). While 
74 % of the touch-typers displayed the NP effect, only 51 % of the participants who were unable to touch-type 
displayed the NP effect. Correct RTs were submitted into a repeated-measures ANOVA with the condition 
(control condition vs. ignored repetition) as factor. The NP effect was not present if the touch-typers were fully 
excluded from the analysis of the sample [F (1, 131) = < 1, p = .735, ƞp

2 = .001]. In contrast, the NP effect was 
significant at the two-tailed level if only the subset of touch-typing participants was considered [F (1, 45) = 10.54, 
p = .002, ƞp

2 = .19]. While the touch-typers displayed an average NP effect of M = -14 ms (SD = 30 ms), the 
participants who were unable to touch-type displayed an average NP effect of M = - 1 ms (SD = 37 ms). Next, the 
correct RTs were submitted into a repeated-measures ANOVA with the condition (attended repetition vs. control 
condition) as factor. The PP effect was still present if the touch-typing participants were excluded from the 
analysis [F (1, 131) = 603.6, p < .001 ƞp

2 = .822]. If only the touch-typing participants were analyzed, the PP effect 
was also observed [F (1, 45) = 125.5, p < .001 ƞp

2 = .736].  While the touch-typers displayed an average PP effect 
of M = 126 ms (SD = 76 ms), the participants who were unable to touch-type displayed an average PP effect of 
M = 184 ms (SD = 84 ms).  Overall, the touch-typers displayed smaller PP effects and larger NP effects than those 
participants who were unable to touch-type. The latter group seemed to benefit to a larger extent from the 
attended repetition, where it was not necessary to change the response key. These findings will be discussed in 
more detail in chapter 10. Control analyses for the Negative priming task will be reported in chapter 6.5. 
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while they were slowest and made the most errors in the ignored repetition. A large percentage of 

participants (43.4 %) did not display a NP effect at all. 

Posner-Cuing task. For the RT analyses, only trials with correct reactions were considered (the 

error rate in the valid condition was 1.95 %, the error rate in the neutral condition was 1.50 % and the 

error rate in the invalid condition was 1.83 %). RTs that were more than 1.5 interquartile ranges above 

the third quartile of the RT distribution of the whole sample in each grouping condition (Tukey, 1977) 

were excluded from the analysis, as were RTs that were shorter than 150 ms. Due to these constraints, 

altogether 1.86 % of all trials were discarded. Correct RTs were submitted into a repeated-measures 

ANOVA with the cue validity as factor (valid vs. neutral vs. invalid). This effect was significant [F (2, 179) 

= 20.55, p < .001, ƞp
2 = .187]. The participants displayed a response speed of M = 385 ms (SD = 46 ms) 

in the valid condition, M = 387 ms (SD = 48 ms) in the neutral condition, and M = 390 ms (SD = 46 ms) 

in the invalid condition (see figure 6.2). As expected, the participants were fastest in the valid condition 

and slowest in the invalid condition. Accordingly, the Posner effect was M = 5 ms (SD = 10 ms). The 

error rates were not analyzed, since the Posner-Cuing task was a detection task that required only one 

single response-key; as a result the overall sum of incorrect responses across all participants was only 

n = 4 (an incorrect response would have been hitting a wrong key on the keyboard).  

 

Dot Probe task. For the RT analyses, only trials with correct reactions were considered (the 

error rate in the negative-valid condition was 1.68 %, the error rate in the negative-invalid condition 

was 0.99 %, the error rate in the positive-valid condition was 0.99 %, and the error rate in the positive-

invalid condition was 0.77 %). RTs that were more than 1.5 interquartile ranges above the third quartile 

of the RT distribution of the whole sample in each grouping condition (Tukey, 1977) were excluded 

from the analysis, as were RTs that were shorter than 150 ms. Due to these constraints, altogether 

1.11 % of all trials were discarded. Correct RTs were submitted into a repeated-measures ANOVA with 

condition (negative-valid vs. negative-invalid vs. positive-valid vs. positive-invalid) as factor. The effect 

of the condition was significant [F (3, 179) = 16.18, p < .001, ƞp
2 =.213]. The participants displayed a 

response speed of M = 416 ms (SD = 64 ms) in the negative-valid condition, M = 411 ms (SD = 67 ms) 

in the negative-invalid condition, M = 411 ms (SD = 64 ms) in the positive-valid condition, and M = 403 

ms (SD = 59 ms) in the positive-invalid condition (see figure 6.2). The error rates were also analyzed 

and submitted into a repeated-measures ANOVA with condition (negative-valid vs. negative-invalid vs. 

positive-valid vs. positive-invalid) as factor. Again, the effect of the condition was significant [F (3, 179) 

= 3.45, p = .018, ƞp
2 =.055]. The participants made M = 0.19 (SD = 0.4) errors in the negative-valid 

condition, M = 0.16 (SD = 0.4) errors in the negative-invalid condition, M = 0.18 (SD = 0.5) errors in the 

positive-valid condition, and M = 0.10 (SD = 0.4) errors in the positive-invalid condition. In sum, the 

participants were faster and made less errors in the invalid conditions compared to the respective valid 
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ones. As the typical Dot Probe effect is reflected in the faster, less error-prone responses to targets 

that replace emotional stimuli (i.e., the faster and less-error prone responses in the valid conditions), 

this means that the Dot Probe effect was neither apparent in the RTs nor in the error rates. In fact, the 

observed pattern was the opposite of the one that had been expected. The lack of the Dot Probe effect 

may have been due to specific task or sample characteristics; originally developed to study anxiety 

disorders, the largest Dot Probe effects have been reported for samples of participants with types of 

anxiety disorders or phobias (Wenzel, 2012). The presence of psychiatric disorders was not assessed 

in this study, however. The lack of a clear Dot Probe effect rendered all further analyses of the task 

moot. For this reason, the Dot Probe task was not further studied in relation to the dopaminergic and 

cholinergic polymorphisms. 
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Figure 6.1.:  RTs as a function of the experimental condition in the Stroop task (A) and the Negative priming 

task (B). The stimuli are not drawn to scale. The depicted trials are examples. In the Stroop task, 

the participants were faster in the congruent condition than in the incongruent condition. The 

Stroop effect is reflected in the difference between the congruent and incongruent condition 

(M = 18 ms, SD = 40 ms). In the Negative priming task, the participants were fastest in the 

attended repetition and slowest in the ignored repetition. While the PP effect was on average 

M = 168 ms (SD = 85 ms), the NP effect was M = - 5 ms (SD = 36 ms) and significant only at the 

one-tailed level. Error bars depict the standard error of the mean. Notes: ° p < 0.10, *** p < 

0.001. 
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 Figure 6.2.:  RTs as a function of the experimental condition in the Posner-Cuing task (A) and the Dot Probe 

task (B). The stimuli are not drawn to scale. The depicted trials are examples. In the Posner-

Cuing task, the participants were fastest in the valid condition and slowest in the invalid 

condition. The Posner effect is reflected in the difference between the valid and invalid 
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condition (M = 5 ms, SD = 85 ms). In the Dot Probe task, the participants were faster and made 

less errors in the invalid conditions compared to the respective valid ones. The typical Dot Probe 

effect (faster and less-error prone responses in the valid conditions) was not apparent in this 

study. As the obtained data was not easily interpretable, the task was excluded from all further 

analyses. Error bars depict the standard error of the mean. Notes: * p < 0.05, ** p < 0.01, *** p 

< 0.001. 

 

 

6.3. Attentional analyses of the dopaminergic polymorphisms 
 

The effect of the COMT Val158Met polymorphism on measures of selective attention. It was 

expected that carriers of the Met allele displayed a better performance in the tasks that tap selective 

top-down attention (the Stroop task and Negative priming task), but not in a task that taps into 

selective bottom-up attention (the Posner-Cuing task). The participants were grouped into Val allele 

homozygotes and carriers of the Met allele (Val/Val vs. Met+). Gender was considered as a factor in all 

analyses of this polymorphism. The gender frequencies of the COMT Val158Met polymorphism are 

depicted in table A2. 

The Stroop-RTs were submitted into a 2 (congruency: congruent vs. incongruent) x 2 (COMT 

Val158Met: Val/Val vs. Met+) repeated-measures ANOVA with gender as a covariant. The interaction 

of condition and genotype was significant [F (1, 170) = 5.50, p = .020, ƞp
2 = .031]. While both Val 

homozygotes and carriers of the Met allele were generally slower in the incongruent condition 

compared to the congruent condition, homozygotes for the Val allele were disproportionately slower 

in the incongruent condition (resulting in a Stroop effect of M = 22 ms for them and a Stroop effect of 

M = 13 ms for carriers of the Met allele). Thus, as hypothesized, carriers of the low-activity Met allele 

outperformed Val homozygotes in the Stroop task. Val homozygotes seemed to experience slightly 

larger difficulties in processing conflicting Stroop stimuli (see figure 6.3). Next, the Negative priming-

RTs were submitted into a 3 (condition: attended repetition vs. control condition vs. ignored repetition) 

x 2 (COMT Val158Met: Val/Val vs. Met+) repeated-measures ANOVA with gender as a covariant. The 

interaction effect of condition and genotype was not significant [F (2, 170) < 1, p = .426, ƞp
2 = .009]. 

Last, the RTs of the Posner-Cuing task were submitted into a 3 (condition: valid vs. neutral vs. invalid) 

x 2 (COMT Val158Met: Val/Val vs. Met+) repeated-measures ANOVA with gender as a covariant. The 

interaction effect of cue validity and genotype was not significant [F (2, 170) < 1, p = .982, ƞp
2 = .009]. 

The power for detecting even a small effect (e.g., f = 0.10) was about 1-β = 0.80 given a sample size of 

n = 182 and an alpha-level of α = 0.05.



 

 
102 

 

 

 

 

Figure 6.3.:  Distribution of the Stroop effect RTs (A), NP effect RTs (B) and Posner effect RTs (C) as a function of the COMT Val158Met genotype. Carriers of the Met allele 

displayed a better performance in the Stroop task (by displaying significantly smaller Stroop effects). The performance in the Negative priming task and Posner-

Cuing task was not significantly modulated by the COMT Val158Met genotype as a factor. 
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The effect of the DAT1 polymorphism on measures of selective attention. It was hypothesized 

that carriers of the 10-repeat allele of the DAT1 polymorphism would display a better performance in 

the tasks that tap selective top-down attention (the Stroop task and Negative priming task), but not in 

the task that taps selective bottom-up attention (the Posner-Cuing task). 

The Stroop-RTs were submitted into a 2 (congruency: congruent vs. incongruent) x 3 (DAT1: 

9/9 vs. 9/10 vs. 10/10) repeated-measures ANOVA. The interaction effect of condition and genotype 

was significant [F (2, 171) = 9.31, p < .001, ƞp
2 = .098]. As hypothesized, carriers of at least one 10-

repeat allele exhibited a better performance in a task of top-down selection than participants 

homozygous for the 9-repeat allele. Both participants homozygous for the 9-repeat allele and 10-

repeat allele carriers were slower in the incongruent condition than the congruent condition. 9-repeat 

homozygotes, however, were both generally slower in both conditions and displayed a larger Stroop 

effect than carriers of the 10-repeat allele. The resulting Stroop effects were M = 37 ms for homozygous 

carriers of the 9-repeat allele, M = 13 ms for carriers of the 9-repeat and 10-repeat allele and M = 14 

ms for homozygous carriers of the 10-repeat allele. Homozygous 9-repeat allele carriers showed a 

significantly enlarged Stroop effect compared to the other genotype groups (Helmert contrast, p < 

.001) while the Stroop effects of heterozygous and homozygous 10-repeat allele carriers were not 

significantly different (Helmert contrast, p = .791). Next, the Negative priming-RTs were submitted into 

a 3 (condition: attended repetition vs. control condition vs. ignored repetition) x 3 (DAT1: 9/9 vs. 9/10 

vs. 10/10) repeated-measures ANOVA. The interaction effect of condition and genotype was not 

significant [F (4, 344) < 1, p = .832, ƞp
2 = .004]. Subsequently, the Cuing-RTs were submitted into a 3 

(cue validity: valid vs. neutral vs. invalid) x 3 (DAT1: 9/9 vs. 9/10 vs. 10/10) repeated-measures ANOVA. 

The interaction effect of cue validity and genotype was not significant [F (4, 344) = 1.08, p = .344, ƞp
2 = 

.012]. The distribution of the task effects in dependence on the DAT1 polymorphism are depicted in 

figure 6.4. Again, the power for detecting even a small effect (e.g., f = 0.10) was about 1-β = 0.80 given 

a sample size of n = 182 and an alpha-level of α = 0.05.  



 

 
104 

 

 

 

 

Figure 6.4.:  Distribution of the Stroop effect RTs (A), NP effect RTs (B) and Posner effect RTs (C) as a function of the DAT1 polymorphism. Carriers of the 10-repeat allele 

displayed a better performance in the Stroop task (by displaying on average significantly smaller Stroop effects). The performances in the Negative priming task 

and Posner-Cuing task were not significantly modulated by the DAT1 polymorphism.
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Summary. As hypothesized, carriers of the Met allele of the COMT Val158Met polymorphism 

and carriers of the 10-repeat allele of the DAT1 polymorphism displayed a better performance in the 

Stroop task; the improved performance was reflected in smaller Stroop effects. Also as hypothesized, 

neither the COMT Val158Met nor the DAT1 polymorphism was found to modulate the performance in 

the Posner-Cuing task. The findings in regard to the Negative priming task did not align with the 

previously drawn hypotheses, as neither the COMT Val158Met polymorphism nor the DAT1 

polymorphism was found to modulate the performance in this task. 

 

 

6.4. Attentional analyses of the cholinergic polymorphisms 
 

The effect of CHRNA4 rs1044396 polymorphism on measures of selective attention. It was 

hypothesized that the CHRNA4 rs1044396 polymorphism would modulate the performance in a task 

that taps into selective bottom-up attention (the Posner-Cuing task) but not in tasks that tap into 

selective top-down attention (the Stroop task and Negative priming task). Specifically, it was 

hypothesized that carriers of the T allele would show a better performance in the Posner-Cuing task 

than carriers of the C allele.  

The Stroop-RTs were submitted into a 2 (congruency: congruent vs. incongruent) x 3 (CHRNA4: 

T/T vs. C/T vs. C/C) repeated-measures ANOVA with gender as a covariant. The interaction between 

the condition and the CHRNA4 genotype was not significant [F (2, 148) < 1, p = .805, ƞp
2 = .001]. The 

Negative priming-RTs were submitted into a 3 (condition: attended repetition vs. control condition vs. 

ignored repetition) x 3 (CHRNA4: T/T vs. C/T vs. C/C) repeated-measures ANOVA with gender as a 

covariant. Again, the interaction effect between the condition and the CHRNA4 genotype was not 

significant [F (4, 298) = 1.18, p = .316, ƞp
2 = .016]. The Cuing-RTs were also submitted into a 3 (cue 

validity: valid vs. neutral vs. invalid) x 3 (CHRNA4: T/T vs. C/T vs. C/C) ANOVA with gender as a covariant. 

Yet again, the interaction effect of cue validity and genotype was not significant [F (4, 298) < 1, p = .842, 

ƞp
2 = .005]. In sum, there were no indications that the CHRNA4 rs1044396 polymorphism modulated 

the attentional performance in the Stroop task, Negative priming task, or Posner-Cuing task. The task 

effects as a function of the CHRNA4 rs1044396 polymorphism are depicted in figure 6.5. The power for 

detecting a small effect (e.g., f = 0.10) was about 1-β = 0.70 given a sample size of n = 157 and an alpha-

level of α = 0.05. 
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Figure 6.5.:  Distribution of the Stroop effect RTs (A), NP effect RTs (B) and Posner effect RTs (C) as a function of the CHRNA4 rs1044396 polymorphism. The performances 

in all three tasks were not significantly modulated by this polymorphism.
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The effect of CHRNA5 rs3841324 polymorphism and CHRNA5 rs16969968 polymorphism on 

measures of selective attention. The selected CHRNA5 polymorphisms were analyzed in an exploratory 

fashion; no prior assumptions about the individual effect of their alleles were drawn. Overall, it was 

expected that they would modulate the performance in a task that taps selective bottom-up attention 

(the Posner-Cuing task) but not in tasks that tap selective top-down attention (the Stroop task and 

Negative priming task). The rs3841324 polymorphism was analyzed on basis of comparisons between 

homozygous S allele carriers and L allele carriers (cp. chapter 2 and 4, as well as Wang et al., 2009). 

The rs16969968 polymorphism was analyzed on basis of comparisons between homozygous G allele 

carriers and A allele carriers (cp. chapter 2 and 4, as well as Bierut et al., 2008). First, possible main 

effects of the CHRNA5 polymorphism were examined. Afterwards, the polymorphisms were analyzed 

with gender as a covariant. Due to the high linkage disequilibrium between the polymorphisms, their 

diplotypes were also analyzed.  

Analyses without gender as a covariant. First, the CHRNA5 rs3841324 and CHRNA5 rs16969968 

polymorphisms were analyzed as sole factors, without considering gender as a covariant. The Stroop-

RTs were submitted into a 2 (condition: congruent vs. incongruent) x 2 (CHRNA5 rs3841324: S/S vs. L+) 

repeated-measures ANOVA. The interaction between the condition and the CHRNA5 rs3841324 

genotype was not significant [F (1, 177) < 1, p = .986, ƞp
2 < .001]. Next, the Negative priming-RTs were 

submitted into a 3 (condition: attended repetition vs. control condition vs. ignored repetition) x 2 

(CHRNA5 rs3841324: S/S vs. L+) repeated-measures ANOVA. Again, the interaction effect between the 

condition and the CHRNA5 rs3841324 genotype was not significant [F (2, 177) < 1, p = .769, ƞp
2 = .003]. 

The Cuing-RTs were also submitted into a 3 (condition: valid vs. neutral vs. invalid) x 2 (CHRNA5 

rs3841324: S/S vs. L+) repeated-measures ANOVA. The interaction effect of condition and genotype 

was not significant [F (2, 177) < 1, p = .572, ƞp
2 = .006]. Next, the Stroop-RTs were submitted into a 2 

(condition: congruent vs. incongruent) x 2 (CHRNA5 rs16969968: G/G vs. A+) repeated-measures 

ANOVA. The interaction between the condition and the CHRNA5 rs16969968 genotype was not 

significant [F (1, 177) < 1, p = .388, ƞp
2 = .004]. The Negative priming-RTs were also submitted into a 3 

(condition: attended repetition vs. control condition vs. ignored repetition) x 2 (CHRNA5 rs16969968: 

G/G vs. A+) repeated-measures ANOVA. Again, the interaction effect between the condition and the 

CHRNA5 rs16969968 genotype was not significant [F (2, 177) < 1, p = .949, ƞp
2 = .001]. Last, the Cuing-

RTs were submitted into a 3 (condition: valid vs. neutral vs. invalid) x 2 (CHRNA5 rs16969968: G/G vs. 

A+) repeated-measures ANOVA. Yet again, the interaction effect of condition and genotype was not 

significant [F (2, 177) < 1, p = .406, ƞp
2 = .010]. In sum, there were no indications that the CHRNA5 

rs3841324 polymorphism and the CHRNA5 rs16969968 polymorphism modulated the performance in 

either of the three behavioral tasks. Given a sample size of n = 182 and an alpha-level of α = 0.05, the 

power for detecting small effects (e.g., f = 0.10) was about 1-β = 0.80. 
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Analyses with gender as a covariant. The gender frequencies of the selected CHRNA5 

polymorphisms are depicted in Table 6.7. 

 

 

Table 6.7. Gender frequencies of the CHRNA5 rs3841324 

polymorphism and CHRNA5 rs16969968 polymorphism 

 CHRNA5 rs3841324  CHRNA5 rs16969968 

 L/L L/S S/S G/G G/A A/A 

female 47 59 20 56 52 18 

male 16 24 10 23 20 7 

 

 

The Stroop-RTs were submitted into a 2 (condition: congruent vs. incongruent) x 2 (CHRNA5 

rs3841324: S/S vs. L+) repeated-measures ANOVA with gender as a covariant. The interaction between 

the condition, gender and the CHRNA5 rs3841324 genotype was significant [F (1, 171) = 4.89, p = .028, 

ƞp
2 = .028]. While male carriers of the S/S genotype displayed a Stroop effect of M = 2 ms (SD = 17 ms), 

male carriers of at least one L allele displayed a Stroop effect of M = 28 ms (SD = 65 ms). In contrast, 

female carriers of the S/S genotype displayed a Stroop effect of M = 27 ms (SD = 31 ms), while female 

carriers of at least one L allele displayed a Stroop effect of M = 14 ms (SD = 30 ms). The average Stroop 

effects per genotype group are depicted in figure 6.6. Next, the Negative priming-RTs were submitted 

into a 3 (condition: attended repetition vs. control condition vs. ignored repetition) x 2 (CHRNA5 

rs3841324: S/S vs. L+) repeated-measures ANOVA with gender as a covariant. The interaction effect 

between the condition, gender and the CHRNA5 rs3841324 genotype was not significant [F (2, 171) < 1, 

p = .900, ƞp
2 = .001]. The Cuing-RTs were also submitted into a 3 (condition: valid vs. neutral vs. invalid) 

x 2 (CHRNA5 rs3841324: S/S vs. L+) repeated-measures ANOVA with gender as a covariant. The 

interaction effect of the condition, gender and genotype was not significant [F (2, 171) < 1, p = .698, 

ƞp
2 = .004]. The Stroop-RTs were submitted into a 2 (condition: congruent vs. incongruent) x 2 (CHRNA5 

rs16969968: G/G vs. A+) repeated-measures ANOVA with gender as a covariant. The interaction 

between the condition, gender and the CHRNA5 rs16969968 genotype was not significant, but showed 

a trends towards significance [F (1, 171) = 3.38, p = .068, ƞp
2 = .019]. While male carriers of the G/G 

genotype displayed a Stroop effect of M = 16 ms (SD = 25 ms), male carriers of at least one A allele 

displayed a Stroop effect of M = 28 ms (SD = 78 ms). In contrast, female carriers of the G/G genotype 
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displayed a Stroop effect of M = 23 ms (SD = 33 ms), while female carriers of at least one A allele 

displayed a Stroop effect of M = 11 ms (SD = 27 ms). The average Stroop effects as a function of the 

genotype group are depicted in figure 6.6. Next, the Negative priming-RTs were submitted into a 3 

(condition: attended repetition vs. control condition vs. ignored repetition) x 2 (CHRNA5 rs16969968: 

G/G vs. A+) repeated-measures ANOVA with gender as a covariant. The interaction effect between the 

condition, gender and the CHRNA5 rs16969968 genotype was not significant [F (2, 171) < 1, p = .737, 

ƞp
2 = .004]. Subsequently, the Cuing-RTs were submitted into a 3 (condition: valid vs. neutral vs. invalid) 

x 2 (CHRNA5 rs16969968: G/G vs. A+) repeated-measures ANOVA with gender as a covariant. The 

interaction effect of condition, gender and genotype was not significant [F (2, 171) < 1, p = .401, ƞp
2 = 

.011].  

 

Figure 6.6.:  Stroop effect RTs as a function of gender and of the CHRNA5 rs3841324 polymorphism (A) and 

as a function of gender and the CHRNA5 rs16969968 polymorphism (B). The effects of both 

polymorphisms were diametrically opposed in men and women. Male carriers of the S/S 

genotype of the CHRNA5 rs3841324 polymorphism and of the G/G genotype of the CHRNA5 

rs16969968 polymorphism displayed smaller Stroop effects than their male counterparts, while 

the female carriers of the S/S genotype and G/G genotype displayed larger Stroop effects than 

their female counterparts. Error bars depict the standard error of the mean. Notes: ° p < 0.10. 
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Diplotype Analyses. As a last step, the diplotypes of the rs3841324 and rs16969968 

polymorphisms were analyzed (for the diplotype frequencies, see table 6.6). The diplotypes were 

analyzed on basis of comparisons between carriers of the S/S genotype and G/G genotype (S/S_G/G+) 

and those who did not simultaneously carry both genotypes (S/S_G/G-). The Stroop-RTs were 

submitted into a 2 (condition: congruent vs. incongruent) x 2 (CHRNA5: S/S_G/G+ vs. S/S_G/G-) 

repeated-measures ANOVA with gender as a covariant. There was a significant interaction effect 

between the condition, gender, and the diplotype [F (1, 167) = 4.38, p = .029, ƞp
2 = .028]. While male 

carriers of the S/S_G/G+ diplotype displayed a Stroop effect of M = 2 ms (SD = 17 ms), male carriers of 

other diplotypes displayed a Stroop effect of M = 28 ms (SD = 67 ms). In contrast, female carriers of 

the S/S_G/G+ diplotype displayed a Stroop effect of M = 27 ms (SD = 31 ms), while female carriers of 

other diplotypes displayed a Stroop effect of M = 15 ms (SD = 30 ms). Next, the Negative priming-RTs 

were submitted into a 3 (condition: attended repetition vs. control condition vs. ignored repetition) x 

2 CHRNA5: S/S_G/G+ vs. S/S_G/G-) repeated-measures ANOVA with gender as a covariant. There was 

no significant interaction between the condition, gender, and the diplotype [F (2, 167) < 1, p = .908, ƞp
2 

= .001]. The Cuing-RTs were also submitted into a 3 (condition: valid vs. neutral vs. invalid) x 2 (CHRNA5: 

S/S_G/G+ vs. S/S_G/G-) repeated-measures ANOVA with gender as a covariant. Again, there was no 

significant interaction between the condition, gender, and the diplotype [F (2, 167) < 1, p = .697, ƞp
2 = 

.004].  

 

Summary. The CHRNA4 rs1044396 polymorphism did not modulate the performance in the 

Stroop task, Negative priming task or Posner-Cuing task. This finding did not align with the previous 

hypothesis, since it had been proposed that this polymorphism would impact on the performance in 

the Posner-Cuing task (which taps selective bottom-up attention). The CHRNA5 rs3841324 

polymorphism and CHRNA5 rs16969968 polymorphism did not modulate the performance in the 

Negative priming task or Posner-Cuing task, but exerted an influence on the performance in the Stroop 

task when gender was considered as a covariant. The effects of both polymorphisms were diametrically 

opposed in men and women. Male carriers of the S/S genotype of the CHRNA5 rs3841324 

polymorphism and of the G/G genotype of the CHRNA5 rs16969968 polymorphism displayed smaller 

Stroop effects than their male counterparts, while the female carriers of the S/S genotype and G/G 

genotype displayed larger Stroop effects than their female counterparts. Again, these findings did not 

align with the previous hypotheses, since it had been proposed that the selected CHRNA5 

polymorphisms would impact on the performance in the Posner-Cuing task (which taps selective 

bottom-up attention), but not on the performance in tasks that primarily measure selective top-down 

attention. 
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6.5. Analyses of the control measures 
 

As a last step, control analyses were conducted. It was assessed whether the presence of any 

ADHD symptomatology or the general attentional capacity influenced the obtained results. 

ADHD-SR checklist. All of the participants (n = 182) filled out the ADHD screening questionnaire. 

The average score of all participants was M = 9.36 (SD = 3.68). The median was at M = 9 with a range 

of 0 to 18 points. The majority of participants (n = 166) was diagnosed negatively for ADHD, while n = 

16 participants were tested positive for ADHD. The average score of the participants not diagnosed 

with ADHD tendencies was M = 8.79 (SD = 3.31). The average score of the participants diagnosed with 

ADHD tendencies was M = 15.31 (SD = 1.62). During the query segment of the study, only one 

participant stated that he/she had previously been diagnosed with ADHD. This participant was also 

positively diagnosed via the ADHD SR. 

D2 test. All of the participants (n = 182) participated in the D2 test. Due to procedural errors, n 

= 4 tests could not be taken into consideration. Due to excessive error rates larger than 25%, a further 

n = 12 test results could not be taken into consideration. The average score of the concentration 

performance was M = 186.13 (SD = 38.08), the average error rate was 8.15 % (SD = 6.31). 

Control and correlational analyses. The main tests of the dopaminergic and cholinergic 

polymorphisms were reanalyzed to assess the effect of the ADHD score and the D2 performance on 

the obtained results. To this end, the ADHD diagnosis and the D2 concentration performance measure 

were added as covariants to the analyses. It was tested whether the results remained unaltered – i.e.  

whether they remained significant or non-significant – if those measures were included. This was the 

case for all analyses (data not shown here as these were only peripheral analyses). In sum, neither the 

presence of ADHD symptomatology nor the general attentional capacity modulated the effects of the 

dopaminergic and cholinergic polymorphisms on measures of selective attention. The Negative 

priming task also underwent a specific reanalysis. Since the NP effect had not been displayed by about 

43 % of the participants, the influence of the five polymorphisms on the performance in the Negative 

priming task was reanalyzed specifically for the subset of participants who displayed the NP effect. 

Several factors must have led to the low occurrence rate of the NP effect (cp. chapter 6.2). The 

reanalyses were undertaken to assess the influence of the polymorphisms on the performance in the 

Negative priming task in the absence of those noise-generating factors. However, there were also no 

significant interactions between the Negative priming task conditions and the genotypes in the subset 

of those participants who displayed the NP effect (data not shown here as these were only peripheral 

analyses). For the sake of completeness, the correlations between the behavioral, gene, and 

questionnaire data are reported (see table 6.8).  
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The Stroop effect negatively correlated with the concentration performance in the D2 test. 

This indicates that higher performance levels in the Stroop task are reflected in a measure of 

concentration and attentional capacities, with better performing participants being less affected by 

the congruency of Stroop stimuli and by the target/distractor distinction in the D2 test. RT costs in the 

Posner-Cuing Task were also negatively correlated with the concentration performance. This as well is 

an indicator that better performing participants were both less affected by the target/distractor 

distinction in the D2 test and by the validity of the Posner-Cuing stimuli. Participants with lower scores 

in concentration performance appeared to be more reliant on the prediction value of the Posner cue. 

If the cue was invalid and highlighted the wrong target location, they were slower to orient themselves 

to the correct target location. RT benefits in the Posner-Cuing task, on the other hand, were positively 

correlated with the error score in the D2 test. Participants who benefitted to a larger extent from cues 

highlighting the right target location were prone to make more mistakes in the D2 test. Again, this 

indicates an association between a larger dependence on the cue validity in the Posner-Cuing task and 

an inferior performance in the D2 test. In the same vein, the PP effect of the Negative priming task was 

correlated with the error score in the D2 test. None of the experimental measures were directly 

correlated to the ADHD diagnosis derived from the ADHD-SR scale. However, the error score in the D2 

test was positively correlated with the ADHD diagnosis. Participants with a higher error percentage in 

the D2 test were more likely to have a positive ADHD diagnosis. In fact, participants not diagnosed with 

ADHD had an average D2 error score of 9.3 %, while participants diagnosed with ADHD had an average 

D2 error score of 13.9 %. This shows that the ADHD diagnosis was at least partly reflected in the 

behavioral performance of the participants. Considering the genes, the presence of a COMT 158Met 

allele (i.e. either a genotype of Val/Met or Met/Met) was negatively correlated with the Stroop effect 

in the Stroop task. Carriers of the Met allele thus exhibited a smaller Stroop effect, appearing to be 

less dependent on whether the stimulus had conflicting or non-conflicting properties. As for the DAT1 

polymorphism, the presence of the 10-repeat allele (i.e. either a genotype of 9/10-repeat or 10/10-

repeat) was negatively correlated with the Stroop effect in the Stroop task. Like carriers of the COMT 

158Met allele, carriers of the 10-repeat allele seemed to be less affected by the conflict level of the 

Stroop stimuli and displayed an overall better performance.  
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Table 6.8. Correlation matrix of the main measures used in this thesis 

 

 ST PP NP BEN COST ADHD D2 CP D2 E COMT DAT1 CHRNA4 5_384 5_169 

ST 1.00             

PP  .13°  1.00            

NP -.01 .37** 1.00           

BEN  .09 .26**  .09 1.00          

COST  .09 .30**  .09  .55** 1.00         

ADHD  .08  .03  .06  .09  .05 1.00        

D2 CP -.21** -.12  .04  .11 -.19** -.09 1.00       

D2 E  .04  .17*  .03  .20**  .12  .16* -.45** 1.00      

COMT -.16*  .03  .01 -.01  .02 -.13  .08 -.02 1.00     

DAT1 -.19* -.07  .04 -.05  .05  .03 -.01 -.08  .05 1.00    

CHRNA4 -.03 -.11 -.08 -.07 -.07 -.13  .07 -.11 -.03  .05 1.00   

5_384  .06  .05 -.01 -.04 -.03 -.14  .01 -.03  .07 -.05 -.04 1.00  

5_169 -.09 -.01  .02 -.01  .02 -.01  .04 -.04  .05  .02  .07 -.58** 1.00 
 

 

Notes: ° correlation is significant at the 0.10 level (one-tailed); * correlation is significant at the 0.05 level (two-tailed); **correlation is significant at the 0.01 level (two-

tailed). Please note that ST = Stroop effect; PP = PP effect in the Negative priming task (the mean RT difference between the attended repetition and control condition); 

NP = NP effect in the Negative priming task (the mean RT difference between the control condition and the ignored repetition); BENEFITS = RT benefits in the Posner-

Cuing task (the mean RT difference between the valid and neutral condition); COSTS = RT costs in the Posner-Cuing task (the mean RT difference between the invalid 

and neutral condition); ADHD = ADHD diagnosis derived from the ADHD-SR checklist; D2 CP = concentration performance in the D2 test; D2 E = percentage of omission 

and commission errors in the D2 test in relation to correct responses; COMT = COMT Val158Met polymorphism (Val/Val vs. Met+); DAT1 = DAT1 polymorphism 

genotypes (9/9 vs. 9/10 vs. 10/10); CHRNA4 = CHRNA4 rs1044396 genotypes (T/T vs. C/T vs. C/C); 5_384 = CHRNA5 rs3841324 genotypes (S/S vs. L+); 5_169 = CHRNA5 

rs16969968 genotypes (G/G vs. A+) 
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Overall summary. It was hypothesized that dopaminergic and cholinergic polymorphisms 

would modulate selective attention in a differential way – specifically, that the selected dopaminergic 

polymorphisms would influence the performance in tasks of selective top-down attention, but not in 

tasks of bottom-up attention. In contrast, it was expected that the selected cholinergic polymorphisms 

would influence the performance in tasks of selective bottom-up attention, but not in tasks of top-

down attention. Carriers of the Met allele of the COMT Val158Met polymorphism and carriers of the 

10-repeat allele of the DAT1 polymorphism displayed a better performance in the Stroop task. Neither 

the COMT Val158Met polymorphism nor the DAT1 polymorphism modulated the performances in the 

Negative priming task or in the Posner-Cuing task. The CHRNA4 rs1044396 polymorphism was not 

found to modulate the attentional performance in any of the three tasks, whereas the CHRNA5 

rs3841324 and CHRNA5 rs16969968 polymorphisms impacted on the performance in the Stroop task, 

but did not modulate any other measures of selective attention.  
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In this chapter, the attentional analyses will be discussed. First, the hypotheses and results will 

be summarized (subchapter 7.1). The attentional effects of the dopaminergic polymorphisms will then 

be discussed in subchapter 7.2 (in the case of the COMT Val158Met polymorphism) and in subchapter 

7.3 (in the case of the DAT1 polymorphism). In subchapter 7.4, it will be debated whether these 

findings align with the dissociation hypothesis of Noudoost and Moore (2011a). Likewise, the effects 

of the cholinergic polymorphisms will first be discussed individually and then in the wider context of 

the dissociation hypothesis. Subchapter 7.5 will elaborate on the findings for the CHRNA4 rs1044396 

polymorphism, while subchapter 7.6. will elaborate on the findings for CHRNA5 polymorphisms. The 

implications of the cholinergic results for the dissociation hypothesis will be discussed in subchapter 

7.7. 

 

7.1. Summary of the attention hypothesis and results 

It was the primary objective of this thesis to examine the impact of DA and ACh on selective 

top-down and bottom-up attention. The thesis was aimed at disentangling the individual contributions 

of both system on these opposing principles of selective attention. It was hypothesized that the impact 

of the dopaminergic neurotransmitter system on selective top-down attention is greater than its 

influence on selective bottom-up attention. Analogously, it was hypothesized that the impact of the 

cholinergic neurotransmitter system on selective bottom-up attention is greater than its influence on 

selective top-down attention. This hypothesis – best labelled as the dissociation hypothesis – has first 

been proposed by Noudoost and Moore (2011a). In their review, Noudoost and Moore gave an 

overview on findings from animal models. This thesis was aimed at examining the possible dissociation 

of DA and ACh effects in a human sample, via non-invasive methods. Five different polymorphisms had 

been selected to this end. A double dissociation of the dopaminergic and cholinergic polymorphisms 

had been expected in regard to selective top-down and bottom-up attention. Specifically, it had been 

expected that the Met allele carriers of the COMT Val158Met polymorphism and the 10-repeat allele 

carriers of the DAT1 polymorphism would display a better performance in the Stroop task and Negative 

priming task. At the same time, it had been expected that these polymorphisms would not (or only to 

a lesser degree) impact on the performance in the Posner-Cuing task. Likewise, it had been expected 

that CHRNA4 rs1044396, CHRNA5 rs3841324, and CHRNA5 rs16969968 polymorphisms would impact 

on the performance in the Posner-Cuing task, but not (or only to a lesser degree) on the performance 

in the Stroop and Negative priming task. A better performance in this task had been predicted for the 

T allele carriers of the CHRNA4 rs1044396 polymorphism, while no prior assumptions about the 

advantageousness of the CHRNA5 alleles had been drawn. In line with the dissociation hypothesis, 

carriers of the Met allele of the COMT Val158Met polymorphism and carriers of the 10-repeat allele of 

the DAT1 polymorphism displayed a better performance in the Stroop task. Carriers of these alleles 
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displayed smaller Stroop effects, which suggests that they were less affected by the conflicting 

properties of the Stroop stimuli. Also as hypothesized, neither the COMT Val158Met nor the DAT1 

polymorphism was found to modulate the performance in the Posner-Cuing task. In contrast, the 

findings in regard to the Negative priming task did not align with the dissociation hypothesis. Neither 

the COMT Val158Met polymorphism nor the DAT1 polymorphism individually modulated the 

performance in the Negative priming task. On the cholinergic side, the CHRNA4 rs1044396 

polymorphism was not found to modulate the performance in the Stroop task, Negative priming task 

or Posner-Cuing task. Likewise, there were no main effects of the CHRNA5 rs3841324 polymorphism 

and CHRNA5 rs16969968 polymorphism on the performance in the three tasks. Significant interactions 

between the CHRNA5 polymorphisms and gender were noted in the case of the Stroop task, however. 

Here, the effects of both polymorphisms were diametrically opposed in men and women. While male 

carriers of the S/S genotype of the CHRNA5 rs3841324 polymorphism and of the G/G genotype of the 

CHRNA5 rs16969968 polymorphism displayed smaller Stroop effects than their male counterparts, the 

female carriers of the S/S genotype and G/G genotype displayed larger Stroop effects than their female 

counterparts. Thus, the degree to which the participants were affected by the conflicting or non-

conflicting properties of the Stroop stimuli seemed partly to be determined by interactions between 

the selected CHRNA5 polymorphisms and gender. In sum, the analyses of the cholinergic 

polymorphisms did not yield the expected results. The polymorphisms were either found to have no 

influence on the attentional performance in the three tasks (in the case of the CHRNA4 rs1044396 

polymorphism) or impacted on the performance in a task of top-down attention (in the case of the 

CHRNA5 rs3841324 and CHRNA5 rs16969968 polymorphisms).  

 

 

7.2. The COMT Val158Met polymorphism and selective attention  

 

The COMT Val158Met polymorphism modulated the performance in the three tasks largely in 

the expected direction. In the Stroop task, carriers of the Met allele outperformed carriers of the Val 

allele. In contrast, there were no associations between the polymorphism and the performance in the 

Posner-Cuing task. Unexpectedly, the polymorphism also had no effect on the performance in the 

Negative priming task. Yet, there were indications that the absence of this effect might be due to the 

characteristics of the specific sample and the characteristics of the present task. In stark contrast to 

the PP effect, the NP was only significant at a one-tailed level. A large portion of the participants – 

43 %, to be precise – did not display the NP effect at all. The possible underlying reasons will be detailed 

in the General Discussion (chapter 10); at this point it might suffice to say that the ability to touch-type 
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seemed to have been a driving factor. The participants that were unable to touch-type were slower 

across all conditions. While the NP effect was highly significant when only the touch-typers were 

considered, the NP effect was not apparent at all when those participants were excluded from the 

analysis. It can be speculated that the task was too difficult for the participants that were not familiar 

with the German standard system of keyboard writing. Thus, the NP effect – as a measure of selective 

top-down attention – did not emerge clearly in the majority of the sample. For this reason, the lacking 

interaction between the conditions of the Negative priming task and the COMT Val158Met genotype 

is perhaps not surprising and does not devalue the result that has been obtained for the other task of 

selective top-down attention. In sum, the COMT Val158Met polymorphism modulated selective top-

down attention (i.e., the performance in the Stroop task), but was not associated with selective 

bottom-up attention (i.e., the performance in the Posner-Cuing task). The result aligns with previous 

studies that emphasized the role of the COMT Val158Met polymorphism for PFC-dependent 

subprocesses (cp. chapter 2). In the Stroop task, the task instructions are expected to lead to a 

prioritizing top-down bias for those stimuli that are deemed goal-relevant. MacDonald and colleagues 

(2000) found the activity in the DLPFC to be affected during the instruction phase in the Stroop task 

(cp. chapter 3); they suggested that the DLPFC is involved in the preparation of the response and 

responsible for the strategic control processes that help to prioritize the less routinized action over a 

more routinized action. Chen and colleagues (2004) studied the activity of the COMT Val158Met 

polymorphism specifically in DLPFC tissues, as they saw the DLPFC as “a brain region critical to cognitive 

function and presumably especially impacted by COMT activity” (p. 808). This group found the activity 

of the Met-containing COMT enzymes to be lower than the activity of Val-containing COMT enzymes. 

They concluded that these effects are most likely accompanied by higher prefrontal DA levels in Met 

allele carriers and lower prefrontal DA levels in Val allele carriers. But why is the higher DA level in the 

DLPFC of Met allele carriers beneficial for the performance in PFC-dependent tasks? According to the 

inverted-U curve hypothesis, the relation between the amount of DA signaling in the PFC and the level 

of prefrontal function takes the form of an inverted-U curve (Goldman-Rakic et al., 2000; Mattay et al., 

2003). According to this hypothesis, both low and high amounts of DA signaling are detrimental for the 

PFC function. Mattay and colleagues (2003) proposed that Met allele homozygotes are positioned at a 

more optimal region of the inverted-U curve than Val allele homozygotes; they corroborated this 

assumption by administering amphetamine to participants, thus increasing the rate of DA signaling. 

This increase in DA signaling was detrimental for the performance of Met homozygotes in the n-back 

task and led to a less efficient prefrontal activation response in them. In contrast, the prefrontal 

activation response became more efficient in Val homozygotes under the administration of 

amphetamine. In their review article, Dickinson and Elvevåg (2009) concluded that the amount of DA 

signaling in Met allele carriers is associated with a higher neuronal efficiency. It might seem 
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paradoxical, but the higher rate of DA signaling in Met allele carriers presumably decreases the extent 

of prefrontal activation overall. Conversely, the lower rate of DA signaling in Val allele carriers is 

associated with an increased extent of prefrontal activation (Mier et al., 2009). This relation between 

the prefrontal activity and efficiency is termed the efficiency hypothesis (Dickinson & Elvevåg, 2009; 

Cools & D’Esposito, 2011). This hypothesis makes a broad, sweeping assumption about the activity 

pattern of a wide network of neurons. How might these effects be exerted at a synaptic level? At a 

synaptic level, the D1 receptors are assumed to play an important role in the modulation of prefrontal 

efficiency (Mattay et al., 2003; Yang, Seamans, & Gorelova, 1999). In mammalians, D1 receptors are 

strongly expressed in the forebrain (von Bohlen und Halbach & Dermietzel, 2006). It has been reported 

that D1-type receptors outnumber D2-type receptors more than 20-fold in this brain area (Goldman-

Rakic et al., 2000). D1Rs are located on the dendrites and spines of prefrontal pyramidal cells, in close 

proximity to putative glutamatergic axon terminals; at the same time, they are also present in 

GABAergic interneurons (Goldman-Rakic et al., 2000). Goldman-Rakic and colleagues proposed an 

inverted-U curve model for the relationship between the extent of D1R stimulation and the 

performance in working memory tasks. This model has later been generalized to describe the assumed 

relationship between the amount of DA signaling and the PFC function (i.e., the inverted-U curve 

hypothesis; Mattay et al., 2003). Goldman-Rakic and colleagues (2000) assume that low levels of DA 

transmission do not lead to a D1R-driven enhancement of the glutamatergic inputs to pyramidal cells 

and interneurons (see figure 7.1). Intermediate levels of DA, however, are assumed to lead to a D1R-

driven enhancement of the glutamatergic inputs to pyramidal neurons. High levels of DA transmission 

are assumed to lead to a D1R-driven enhancement of the glutamatergic inputs to pyramidal neurons 

and interneurons. In short, it is assumed that low levels of DA have no enhancing effect on pyramidal 

neurons, while intermediate levels of DA result in excitatory effects and high levels of DA result in 

inhibitory effects. 
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Figure 7.1.:  The assumed relation between the D1R stimulation and the firing rate of prefrontal pyramidal 

neurons (figure taken and adapted from Goldman-Rakic et al., 2000). Gray cells signify 

prefrontal pyramidal cells, blue cells signify interneurons, and orange rhombi signify D1Rs. In 

their model, Goldman-Rakic and colleagues assume that amount of prefrontal DA modulates 

glutamatergic (i.e., excitatory) inputs to pyramidal cells and to interneurons. Low levels of DA 

should not lead to an enhancement of the glutamatergic inputs. Intermediate levels of DA 

should lead to a higher stimulation of D1Rs and this should enhance the glutamatergic inputs 

to the pyramidal cells and to the interneurons. Due to differential densities, this enhancement 

is assumed to be unequal; larger for the glutamatergic inputs to the pyramidal cell than for the 

glutamatergic inputs to the interneurons. The net effect should be excitatory and increase the 

firing rate of the pyramidal cell. When the level of DA transmission elevates, Goldman-Rakic 

and colleagues assume that the effect of the D1Rs on the pyramidal cell reaches a plateau, but 

increases the effect of the glutamatergic inputs to the GABAergic (i.e., inhibitory) interneurons. 

This should result in a feed-forward inhibition and decrease the firing rate of the prefrontal 

pyramidal neurons.  

 

 

The level of dopaminergic transmission in the PFC directly affects the extent to which the D1Rs 

are stimulated. These receptors, in turn, can lower the threshold for the neuronal excitability of 

pyramidal neurons or raise it via inhibitory interneurons, thus ultimately regulating the firing frequency 

of the pyramidal cells (Goldman-Rakic et al., 2000; Mattay et al., 2003; Yang et al., 1999; Cools & 

D’Esposito, 2011). Intermediate levels of DA signaling should lead to a more efficient prefrontal 

activation pattern and thus result in a higher performance level in PFC-dependent tasks. In a manner 

of speaking, it could be said that more signal is transmitted in comparison to the noise of neuronal 

firing, or that the signal is “sharpened” (Mattay et al., 2003). This type of modulation might be at the 

core of the cognitive benefits that Met allele carriers display in PFC-dependent tasks. For Met allele 
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carriers, Dickinson and Elvevåg (2009) noted a better signal-to-noise ratio in the PFC, a reduced signal 

variability, and a sharper peak signal – all of which are likely signs of an optimal activation of the D1Rs. 

Under normal conditions, D1Rs should be more strongly stimulated in the group of Met allele carriers. 

It has been shown that drugs reduced the prefrontal of efficiency of Met allele carriers by elevating 

the extent of DA signaling (Cools & D’Esposito, 2011; Mattay et al., 2003). Noudoost and Moore (2011a) 

highlighted the importance of D1Rs for top-down attention as they elaborated on the transmission of 

prefrontal attentional signals to the sensory cortices (cp. chapter 3). At this point, the reviewed 

literature comes full circle. Carriers of the Met allele of the COMT Val158Met polymorphism 

outperformed Val homozygotes in the Stroop task, most likely because this task is PFC-dependent and 

Met allele carriers exhibit a higher level of prefrontal efficiency. 

 

 

7.3. The DAT1 polymorphism and selective attention  

 

While the main impact site of the COMT Val158Met polymorphism is the PFC, the DAT protein 

is most strongly expressed in the striatum (Sesack et al., 1998; Lewis et al., 2001). As hypothesized, 

carriers of the 10-repeat allele of the DAT1 polymorphism displayed a better performance in the Stroop 

task. This finding aligns with the report by Rueda and colleagues (2005), who observed that 

homozygous 10-repeat allele carriers outperformed heterozygous carriers in an Eriksen Flanker task. 

In this dissertation, the DAT1 polymorphism did not modulate the performance in the Posner-Cuing 

task. This aligns with the finding of an animal study, where the striatal level of dopaminergic 

transmission did not influence the performance of rats in an adapted Posner-Cuing task (Ward & 

Brown, 1996). In sum, the DAT1 polymorphism modulated selective top-down attention (i.e., the 

performance in the Stroop task), but did not modulate selective bottom-up attention (i.e., the 

performance in the Posner-Cuing task). The DAT1 polymorphism also was not found to modulate the 

performance in the Negative priming task, but the lack of this effect might be due to specific task and 

sample characteristics (cp. chapter 10). What is the mechanism of action through which DAT1 likely 

affects top-down processing? The DAT binding site density has been reported to be 50 % higher for the 

10-repeat allele (VanNess et al., 2005). This points towards a higher amount of DAT activity in carriers 

of the 10-repeat allele, and thus conversely towards a lower rate of striatal DA transmission. As 

contoured in chapter 2, DAT1 might modulate top-down processing either directly through its presence 

in the PFC or indirectly through its presence in the striatum (Bertolino et al., 2006). Given its low 

abundance in the PFC, however, it is more likely that the DAT1 polymorphism modulates cognitive 

functioning through its primary impact site, the striatum. Cools and D’Esposito (2011) stated: 
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“While animal work has highlighted the role of basal DA levels specifically in the 

PFC, human PET work has revealed an important role for basal dopamine in a 

different brain region, i.e. the striatum. A critical role for the striatum in DA function 

is not surprising, given that dopaminergic projections are strongest, and receptors 

most abundant, in the striatum, as well as given existence of strong anatomical 

connections between the PFC and the striatum […]” (2011, p. 120). 

 

Alterations in the striatal DA transmission in patients of Huntington’s disease have been 

reported to affect the performance in a series of executive tasks, among them the Stroop task 

(Peinemann et al., 2005). In a PET study, Bäckman and colleagues (2000) found differences in the 

striatal binding of the D2 receptor to account for a larger extent of age-related cognitive deficits than 

the actual chronological age. In another PET study, Erixon-Lindroth and colleagues (2005) found the 

binding of DAT in the striatum to decline during aging; likewise, the performance in a range of tasks 

(including executive tasks) declined during aging. Interestingly, the degree of DAT-binding mediated 

the cognitive deficits, leading the authors to conclude that “DAT binding is a powerful mediator of age-

related cognitive changes as well as of cognitive functioning in general” (p. 1). These findings indicate 

that striatal DA exerts effects on cognition that might previously have been subsumed under the 

domain of prefrontal DA. In human samples, PET offers the most direct form of DA measurement in 

the CNS; notably, PET scans are not suitable to detect DA in the PFC, but allow the visualization of the 

striatal DA presence (Cools & D’Esposito, 2011). For this reason, the findings of Bäckman and 

colleagues (2000) as well as Erixon-Lindroth and colleagues (2005) are especially valuable. It has long 

been emphasized that the striatum and the cortex are functionally connected. Both areas are 

presumed to be part of a circuit that also encompasses the thalamus and thus is usually termed the 

striato-thalamo-cortical circuit (see Newman & Grace, 1999, for an overview on the interconnections 

within this system). The striatum receives projections from wide areas of the cortex, but in return only 

transmits to limited frontal regions (Alexander, DeLong, & Strick, 1986). Alexander and colleagues 

distinguished between a striato-thalamo-cortical circuit that involves the DLPFC (BA 9 and BA 10) and 

one that involves the lateral orbitofrontal cortex. The DLPFC circuit is depicted in figure 7.2.  
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Figure 7.2.:  The striato-thalamo-cortical circuit (figure taken and adapted from Alexander et al., 1986). The 

caudate – an area in which DAT is highly expressed (Shook et al., 2011) – is a key component of 

the circuit. 

 

Given the deep interconnections between the components of the striato-thalamo-cortical 

circuit, it is clear why the dopaminergic transmission in the striatum might influence operations at the 

level of the PFC profoundly. Erixon-Lindroth and colleagues (2005) stated that “alterations in any one 

component of the […] network may lead to functional and eventually structural changes in other 

components” (p. 8). Cools and D’Espositio (2011) proposed that the connectivity within the circuit 

might vary dependent on the baseline levels of DA in the striatum. The striatum might be capable of 

increasing the single-to-noise ratio in the cortex by facilitating the coordination of cortical activity and 

suppressing activity that is less relevant for the current task set (Bertolino et al., 2006). A decreased 

level of striatal DA – which is most likely the case in the presence of the 10-repeat allele – might lead 

to a more focused response within the circuit (Bertolino et al., 2006). On a cellular level, it is not yet 

fully understood how the different components of the circuit interact. While D1Rs play a dominant 

role in the PFC, D2 receptors (D2Rs) are expressed more abundantly in the striatum (Sesack, Aoki, & 

Pickel, 1994). There are indications that the function level of the striatum and the level of D2R 

stimulation might also underlie an inverted-U curve relation, with different baseline levels exerting 

either advantageous or disadvantageous effects on cognitive performance (Cools & D’Esposito, 2011). 

Since D2Rs are also located on the dopaminergic presynapses, they can function as autoreceptors and 
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inhibit the DA synthesis and release when stimulated (von Bohlen und Halbach & Dermietzel, 2006). 

The more DA is released, the more DA diffuses away from the synaptic cleft and reaches the 

autoreceptors, thus triggering a self-regulatory feedback signal. The sensitivity of the D2R 

autoreceptors might differ according to the baseline level of the striatal DA transmission; if the level is 

already close to optimum, for example, the D2Rs might be comparatively more sensitive to ensure the 

homeostasis of the existing DA levels (Cools & D’Esposito, 2011). In sum, carriers of the 10-repeat allele 

of the DAT1 polymorphism outperformed 9-repeat homozygotes in the Stroop task. DAT is the primary 

catabolic DA agent in the striatum. It can be speculated that a decreased level of striatal DA 

transmission is more optimal in the context of an inverted-U curve relation between the DA signaling 

and the striatal function level. Notably, the striatum is a key component of the striato-thalamo-cortico 

circuit and reciprocally communicates with the DLPFC. This finding further emphasizes the role of the 

striatum for the modulation of top-down processes.  

 

 

7.4. DA and the dissociation hypothesis 

 

Selective top-down mechanism shift attention towards stimuli that are deemed goal-relevant, 

while selective bottom-up mechanisms shift attention towards highly salient stimuli (Connor et al., 

2004). Both types of attention strikingly differ in their degree of controllability and automaticity. 

Pashler and colleagues (2001) stated that “most human behavior would seem to lie in between [the] 

two extremes, reflecting the joint impact of high-level goals […] and recent stimuli […]. Teasing apart 

the principles that govern the interaction of top-down and bottom-up forces is critical to 

understanding any type of human behavior” (p. 630). In cognitive psychology, these principles are most 

often disentangled by administering cognitive tasks in human samples, studying various meticulous 

parameters like RT differences. These studies help to uncover the nature of top-down and bottom-up 

attention, but do not illuminate their neural foundations in the CNS. Noudoost and Moore (2011a) 

stressed the importance of disentangling the neural circuits of top-down and bottom-up attention. 

Specifically, they proposed that “ACh may serve a more unique role in bottom-up attention than it 

does in top-down attention, whereas the reverse may be true for DA” (p. 589). Their method of choice 

is the in vivo recording of single neurons in dependence on the microiontophoretic application of 

antagonists or agonists (typically in samples of Rhesus monkeys). While highly illuminating, this type 

of studies is much too invasive to be realizable in human samples. This is problematic, since the human 

brain naturally differs from the brain of non-human primates. In fact, the DLPFC has been described as 

the “hallmark of the human brain” (Weinberger, Berman, & Chase, 1988) and it has even been 

proposed that “mesocortical prefrontal dopaminergic projections […] could represent an important 
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element in prefrontal evolution”, making “even the comparison to the great apes […] limited” (p. 330). 

It stands to reason that the psychological lines of research and the neurobiological lines of research 

need to be intertwined. One way of doing this would be the assessment of naturally occurring genetic 

variations within the neurotransmitter systems. Being non-invasive, this method is easily applicable in 

samples of human participants. In this dissertation, the effects of the COMT Val158Met polymorphism 

and DAT1 polymorphism were studied in regard to the performance in the Stroop task and the Posner-

Cuing task, two classical tasks that have been utilized for decades in cognitive psychology and that 

provide clear-cut measures for selective top-down and bottom-up attention. Carriers of the Met allele 

and of the 10-repeat allele displayed smaller Stroop effects than Val homozygotes and 9-repeat 

homozygotes, which indicates that they were less affected by the conflicting stimulus properties in the 

Stroop task. It is possible that these participants were more capable of representing and maintaining 

the instructions of the task, and more able to enforce the necessary strategic control processes 

(MacDonald et al., 2000). At the same time, these polymorphisms did not modulate the performance 

in the Posner-Cuing task. Thus, this dissertation provides indications that the dopaminergic system 

indeed appears to contribute more to selective top-down attention than to selective bottom-up 

attention. This finding complements the evidence that Noudoost and Moore (2011a) accumulated and 

is the first such dissociative finding in a human sample. In regard to the cellular effects of the DA 

transmission levels in the brain, it appears it is the dosage that matters. The Swiss scholar Paracelsus 

said “no thing is without poison. The dosage makes it either a poison or a remedy; […] it must not be 

too much nor too little” (p.210; see Deichmann, Henschler, Holmstedt, & Keil, 1986, for on overview 

on his legacy). Vouching for a “middle dose”, as Paracelsus did, seems to be the golden way for the 

dopaminergic system. It can be assumed that the level of dopaminergic transmission underlies an 

inverted-U curve relation to the function level in the PFC and in the striatum. Fortunately, the impact 

sites of both the COMT Val158Met polymorphism and the DAT1 polymorphism are regionally very 

specific. The COMT Val158Met polymorphism most likely contributes to the level of DA signaling in the 

PFC (affecting D1Rs), while the DAT1 polymorphism most likely contributes to the level of DA signaling 

in the striatum (affecting D2Rs). All in all, the results of this dissertation support the assumption that 

the dopaminergic system is more important for selective top-down attention than for selective 

bottom-up attention, thus supporting Noudoost’s and Moore’s dissociation hypothesis. 

 

7.5. The CHRNA4 rs1044396 polymorphism and selective attention 

 

In this dissertation, the CHRNA4 rs1044396 polymorphism did not modulate the attentional 

effects in the Stroop task, Negative priming task, or Posner-Cuing task, irrespective of whether the task 
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in question measured selective top-down or bottom-up attention. The polymorphism also was not 

associated with the ADHD score – and thus with attentional impairments – or with the performance in 

the D2 test, which measures general attention and concentration capabilities. These results appear to 

contradict previous reports, where the relevance of this polymorphism for attentional processes has 

been highlighted (for an overview, cp. Greenwood et al., 2012). Specifically, Greenwood and colleagues 

proposed that “the CHRNA4 rs1044396 [polymorphism] is characterized by greater ability of T/T 

homozygotes compared to the other genotypes to maintain the focus of visuospatial attention with 

preferential processing of events in the attentional focus compared to events outside the attentional 

focus” (p. 1332). The tasks that were reviewed by Greenwood and colleagues (2012), however, were 

based on endogenous shifts of attention. In such tasks, cues are helpful to predict the location of a 

target. If the CHRNA4 rs1044396 polymorphism is only relevant for endogenous shifts of spatial 

attention, the utilized tasks in this dissertation were not best suited to reflect its potential effects. Both 

in the Stroop and in the Negative priming task, the visuospatial stimulus configuration was no relevant 

factor. In the Stroop task, the stimuli were presented centrally on the screen; the relevant stimulus 

property (color) and the irrelevant stimulus property (word content) were spatially not segregated. In 

the Negative priming task, the target was always the middle letter of a string of three letters, invariant 

in its position from prime to probe. In the Posner-Cuing task, the visuospatial location was a factor – 

as covert shifts of attention were required – but since the frequency of valid and invalid trials was 

equal, the cue did not predict the location target above chance levels. In sum, it can only be speculated 

why the CHRNA4 rs1044396 polymorphism did not exert any effects on attention. A possible 

explanation might be that the polymorphism is only relevant for a specific subset of visuospatial 

processes (endogenous shifts of attention) and not relevant for selective top-down or bottom-up 

attention in a much broader sense (for an elaboration on this point, cp. Schneider, Schote, Meyer, 

Markett, Reuter, & Frings, 2015). It should also be kept in mind that the genotypes of the CHRNA4 

rs1044396 polymorphism were not detectable in the whole sample; the decreased sample size of 

n = 157 was accompanied by a decrease in the statistical power. Since the effects of individual 

polymorphisms are quite small, any decreases in power are naturally problematic and make it more 

difficult to detect any modulations of the behavioral parameters. 

 

 

7.6. The CHRNA5 polymorphisms and selective attention 

 

The performance in the Stroop task was modulated both by the CHRNA5 rs3841324 

polymorphism and by the CHRNA5 rs16969968 polymorphism if gender was considered as a covariant. 

Interestingly, the effects of both polymorphisms were diametrically opposed in men and women. This 
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result was unexpected, as it had been hypothesized that the CHRNA5 polymorphisms would impact on 

the performance in tasks of selective bottom-up attention, but not in tasks of selective top-down 

attention. Notably, both CHRNA5 polymorphisms did not only modulate the Stroop performance in a 

gender-dependent fashion, but also exerted gender-dependent influences on the average response 

speed in the Stroop task and Negative priming task. Male carriers of the S/S genotype of the CHRNA5 

rs3841324 polymorphism and of the G/G genotype of the CHRNA5 rs16969968 polymorphism 

displayed smaller Stroop effects than their male counterparts and were also faster in the Stroop and 

Negative priming task (cp. chapter 8 and 9). Likewise, female carriers of the S/S genotype and G/G 

genotype displayed larger Stroop effects than their female counterparts and were also slower in the 

Stroop and Negative priming tasks. Attention benefits were accompanied by speed benefits; attention 

disadvantages were accompanied by speed disadvantages. This is an indication that both 

polymorphisms might modulate attention and response speed (a fundamental factor in information 

processing) in a parallel fashion. Traditionally, most cholinergic release sites have been assumed to 

contribute to volume transmission rather than point-to-point transmission (Dani & Bertrand, 2007). In 

fact, Dani and Bertrand (2007) stated that “although fast, direct nicotinic synaptic transmission drives 

neuromuscular junctions and autonomic ganglion synaptic transmission, only rare cases of fast 

nicotinic transmission have been reported in the mammalian brain” (p. 706). In contrast to volume 

transmission, point-to-point neurotransmission as a mode of intercellular communication is based on 

a one-to-one ratio of signal sources and signal targets (von Bohlen und Halbach & Dermietzel, 2006). 

Point-to-point neurotransmission exerts immediate effects, with synapses being meticulously 

optimized to achieve both speed and precision (Sabatini, & Regehr, 1999). This is a fast and robust way 

of communication, but also requires a higher metabolic investment (Agnati, Zoli, Strömberg, & Fuxe, 

1995). Both point-to-point and volume transmission are depicted in figure 7.3. Sarter and colleagues 

(2014) challenged the view that the projections of the basal forebrain system exclusively contribute to 

volume transmission. They distinguished between the neuromodulatory ACh system, which results in 

the stable stimulation of ACh receptors in wide-spread populations of neurons, and the deterministic 

ACh system, which is characterized by its topographically organized, highly structured efferent 

projections (Sarter et al., 2014). 
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Figure 7.3.:   Point-to-point transmission (A) and volume transmission (B) as types of intercellular 

communication in the CNS (figure taken and adapted from Agnati et al., 1995). Point-to-point 

transmission is fast, robust, and precise mode of communication between two cells (Agnati et 

al., 1995). In contrast, volume transmission relies on the extrasynaptical release and diffusion 

of neurotransmitter molecules and is thus slower, less robust and not as precise. Volume 

transmission can be further subdivided into short diffusion pathways (BI) and a long diffusion 

pathways (BII). The short pathway enables the communication between nearby cells (paracrine 

diffusion) or enables cellular self-stimulation, i.e. autoreceptor feedback signals (autocrine 

diffusion) (Agnati et al., 1995). The long pathway relies on the transport of neurotransmitter 

molecules within cerebro-spinal fluid and is a “hormone-like” communication type (Agnati et 

al., 1995; von Bohlen und Halbach & Dermietzel, 2006). 

 

 

 

The deterministic system is capable of generating cholinergic transients – i.e., event-related increases 

in the release of ACh (Sarter et al., 2014). While volume transmission relies on slow diffusion processes, 

cholinergic transients can occur in a range of sub-seconds and influence cognitive operations in an 

immediate and precise manner (Sarter et al., 2014; Sarter, Parikh, & Howe, 2009). It has been proposed 

that cortical ACh influences the efficacy of information processing, namely the ability “to detect and 

select stimuli and associations for extended processing and to allocate the appropriate processing 

resources to these functions” (Sarter & Bruno, 1997, pp. 28). In a cued appetitive response task, 

changes in the cholinergic activity in the medial prefrontal cortex predicted if cues were detected or 

missed; while missed cues were not accompanied by cholinergic transients, detected cues were 

accompanied by these brief increases in ACh activity (Parikh, Kozak, Martinez, & Sarter, 2007). 
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Similarly, it has been reported that miss-timed cholinergic transients can increase the likelihood of 

false detections in trials that contain no targets (Sarter et al., 2014). Thus, it seems that the 

deterministic system influences the target detection. It might also influence the selection of a target 

amongst distractors or the selection of a task-relevant target property among task-irrelevant stimulus 

properties. How can the results of the CHRNA5 polymorphisms be interpreted in the context of the 

deterministic ACh system? Despite being functional, both polymorphisms have so far not been studied 

extensively in regard to cognition. It has previously been reported that the CHRNA5 rs3841324 

polymorphism affected the performance in a WCST (Zhang et al., 2010), while the CHRNA5 rs16969968 

polymorphism has been related to memory and IQ parameters (Winterer et al., 2010; Breetvelt et al., 

2014). This dissertation provides indications that both polymorphisms might also be relevant in the 

context of selective top-down attention, which would suggest a deterministic mode of operation. In 

the Stroop task, the diametrical CHRNA5 effects canceled each other out and resulted in a non-

significant net-effect when gender was not considered as a covariant. While male carriers of the S/S 

genotype and of the G/G genotype were less affected by conflicting stimulus properties in the Stroop 

task, female carriers of these genotypes were comparatively more affected by conflicting stimulus 

properties. Conversely, the presence of the S/S_G/G diplotype appeared to be beneficial for men, but 

disadvantageous for women. What mechanism underlies these effects? As the S allele has been linked 

to higher expression levels of the α5 subunit (Wang et al., 2009) and the G allele has been linked to an 

elevated nAChR response towards an agonist (Bierut et al., 2008), the S/S_G/G could be the diplotype 

constellation that results in the comparatively highest level of cholinergic transmission. It can be 

speculated that the interaction with gender is due to the close link between the α5 subunit and the 

sex hormone and neurosteroid progesterone. The relationship between the receptor subunit and this 

neurosteroid will be discussed in detail in chapter 9. At this point it may suffice to say that the 

progesterone levels in men and women differ greatly; furthermore, there are ample indications that 

the neurosteroid influences the expression levels of the α5 mRNA. As the α5 subunit is presumably 

present both in nAChRs in the deterministic and in the neuromodulatory ACh system, interactions of 

this subunit with progesterone might exert parallel effects in both systems. Naturally, this assumption 

requires more research. 
 

 

7.7. ACh and the dissociation hypothesis  

 

The CHRNA4 rs1044396 polymorphism was not associated with the attentional measures in 

the Stroop task, Negative priming task, or Posner-Cuing task. In comparison, both CHRNA5 

polymorphisms modulated the performance in the Stroop task in interaction with gender. Noudoost 

and Moore (2011a) expected ACh to be more important for selective bottom-up attention than for 



 

 

130 

selective top-down attention. The present study provides no indications that this part of the 

dissociation hypothesis might hold true. The lack of cholinergic effects on selective bottom-up 

attention can be interpreted in multiple ways, however (and all of these are necessarily speculative 

within the framework of this dissertation). For one, Noudoost and Moore (2011a) might be correct and 

ACh might indeed be more crucial for selective bottom-attention. Second, it is also possible that ACh 

exerts effects on both selective bottom-up and top-down attention, not being more essential for one 

type of attention than the other. Third, ACh could influence selective top-down attention more than 

selective bottom-up attention. In all fairness, Noudoost and Moore (2011a) did not preclude the 

possibility that the cholinergic system might also play a notable role for top-down attention. In fact, 

they stated: “as it is known that different neuromodulatory systems interact with one another, 

including within PFC, the contributions of Ach and DA could be highly complex” (p. 589). One of the 

main arguments for the dissociation hypothesis – and thus a greater importance of ACh for bottom-up 

attention – is the deep link between the parabigeminal nucleus (or IPC) and the superior colliculus 

(Noudoost & Moore, 2011a). The parabigeminal nucleus transmits cholinergic inputs to the superior 

colliculus (Noudoost & Moore, 2011a). Located on the lateral edge of the midbrain, the nucleus is “so 

heavily interconnected with the superior colliculus that it has been characterized as a satellite [of the 

structure]” (Cui & Malpeli, 2003, p. 3128). Studies in birds have shown that this nucleus is sensitive to 

changes in many different stimulus categories; its neurons increased their firing rate when stimuli 

mapped to their receptive fields were more salient than competing distractor stimuli (Asadollahi et al., 

2010). The parabigeminal nucleus might be responsible for the formation of salience maps (Asadollahi 

et al., 2010). Noudoost and Moore (2011a) saw this specific link between the nucleus and the superior 

colliculus as an argument for a potential cholinergic supervision of attentional bottom-up processes. 

The Guided Search theory (Wolfe, 1994) makes the assumption that the visual field is internally 

represented through dimension-specific maps (cp. chapter 3). Locations on these maps are 

differentially activated, both through bottom-up and top-down mechanisms. While bottom-up 

activations occur due to the inherent salience properties of the stimuli, top-down activations occur 

due to the preexisting knowledge of goals and strategies. In birds, it has been shown that the IPC reacts 

not only to stimuli saliences, but is also to top-down projections (Asadollahi et al., 2010). It can be 

speculated that the parabigeminal nucleus (in mammals) or the IPC (in birds) might be the 

neuroanatomical structure of Wolfe’s dimension-specific activation maps. Given these lines of 

evidence, it is easy to comprehend why Noudoost and Moore (2011a) argued for a strong involvement 

of ACh in processes of bottom-up attention. Still, it is perhaps questionable whether this 

neurotransmitter system is really “more” or “less” involved than the dopaminergic system or even 

other systems. The sequence of information processing encompasses many brain regions and within 

these regions, many computational steps; the parabigeminal nucleus is not the first structure to 
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receive perceptive input, nor is the superior colliculus the last one to process them. The question of 

quantity might ultimately not be the most expedient one. Noudoost and Moore (2011a) arrived at their 

dissociation hypothesis by analyzing studies based on single-unit recordings. This is a very different 

methodological approach than the one that has been realized in this dissertation, where naturally 

occurring variations within the neurotransmitter systems were assessed. Of course, this approach did 

not allow the direct manipulation of different neuron populations within brain. It also did not allow to 

pinpoint the exact neuronal impact sites of the cholinergic polymorphisms. So far, the α5 subunit of 

the nAChR has been detected in the cortex, thalamus, putamen, and cerebellum, amongst other 

regions (Paterson & Nordberg, 2000), while the presence of the α4 subunit has also been detected in 

the cortex, cerebellum, and thalamus (Paterson & Nordberg, 2000; Greenwood et al., 2012). Given the 

wide-spread distribution of nAChRs, the assessment of genetic variants of nAChR subunits might not 

have offered a precise enough measure to demonstrate cholinergic effects in the parabigeminal 

nucleus and the superior colliculus. In contrast, it is perhaps no coincidence that the COMT Val158Met 

polymorphism and the DAT1 polymorphism modulated the selective top-down attention largely in the 

expected direction (in comparison, their neural impact sites are very well defined). In sum, the 

dissociation hypothesis of Noudoost and Moore (2011a) could not be corroborated in regard to ACh 

and the influence of this neurotransmitter system on selective bottom-up attention. This might have 

been due to the chosen methodological approach, however. Yet, the present study helps to expand 

the understanding of the CHRNA5 polymorphisms, especially in regard to their effect on cognition. 

Only recently, the CHRNA5 rs3841324 polymorphism and the CHRNA5 rs16969968 polymorphism have 

become the object of an increased number of studies. Both polymorphisms appear to be biologically 

functional, and as the results of this dissertation indicate, both polymorphisms are likely relevant for 

selective top-down attention. In future studies, it might be highly illuminating to focus on the effect of 

these polymorphisms (especially in regard to their interaction with gender).  
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Chapter 8  

 

The Analyses of Response Speed Effects 
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This chapter is focused on the second hypothesis of this dissertation, i.e. on the possible effects 

of the selected cholinergic variants on response speed. As before, the Stroop task, Negative priming 

task, and Posner-Cuing task were analyzed, while the Dot Probe task was excluded from the analyses. 

For the CHRNA4 rs1044396 polymorphism, it was expected that the average RTs in all tasks increased 

linearly as a function of the C allele dosage. The analyses of this polymorphism will be reported in 

subchapter 8.1. The CHRNA5 rs3841324 polymorphism and CHRNA5 rs16969968 polymorphism were 

analyzed in an exploratory fashion; no prior assumptions about the effects of the individual alleles were 

drawn. The analyses of these polymorphisms on response speed will be reported in subchapter 8.2. 

Please note that the results of the genotyping analyses, the task analyses, and the results of the 

CHRNA5 gender and diplotype analyses were already detailed in chapter 6. 

 

8.1. Response speed and the CHRNA4 rs1044396 polymorphism 
 

It was hypothesized that the average RTs in the Stroop task, Negative priming task and Posner-

Cuing task would increase linearly with the C allele dosage of the CHRNA4 rs1044396 polymorphism. 

Since gender differences in the genotype contribution of the CHRNA4 rs1044396 polymorphism were 

noted (cp. chapter 6), gender was included as a covariant in the main analyses. The effect of the 

CHRNA4 rs1044396 polymorphism was analyzed via a multivariate analysis of variance (MANOVAs) for 

the average response speed across all tasks. Polynomial contrasts were built as a second-step analysis 

to test for linear dosage effects of the CHRNA4 rs1044396 C allele, both across all tasks and within the 

individual tasks. Possible speed-accuracy tradeoff effects were also examined.  

Overall Task Analyses. The effect of CHRNA4 rs1044396 on the response speed across the three 

tasks was tested with a 3 (mean RTs: Stroop task vs. Negative priming task vs. Posner-Cuing task) x 3 

(CHRNA4: T/T vs. C/T vs. C/C) repeated-measures MANOVA that included gender as a covariant. The 

analysis yielded a marginally significant main effect of the genotype [F (2, 146) = 2.44, p = .091, 

ƞp
2 = .032]. T allele homozygotes were fastest in each task (M = 487 ms, SD = 60 ms), heterozygote 

carriers of the C allele displayed intermediate RTs on average (M = 494 ms, SD = 54 ms), and C allele 

homozygotes were slowest in each task (M = 513 ms, SD = 61 ms). Building polynomial contrasts, a 

significant linear trend between the CHRNA4 rs1044396 genotype and the average response speed 

across all tasks was noted [F (1, 155) = 4.53, p = .035, 95%]. The average response speed was modulated 

by the C allele dosage of the CHRNA4 rs1044396 polymorphism (see figure 8.1), linearly increasing with 

the number of C alleles.  
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Figure 8.1.:  Mean RTs (derived from the Stroop, Negative priming and Posner-Cuing tasks) as a function of 

the CHRNA4 rs1044396 genotype. The dashed line depicts the linear trend line. The error bars 

depict the standard error of the mean. 

 

Single Task Analyses. Next, individual analyses for the Stroop task, Negative priming task and 

Posner-Cuing task were conducted. Again, polynomial contrasts were built to analyze the effect of the 

CHRNA4 rs1044396 polymorphism in the individual tasks. 

 The mean RTs in the Stroop task were submitted to a MANOVA with the CHRNA4 rs1044396 

genotype (CHRNA4: T/T vs. C/T vs. C/C) as factor and gender as a covariant. Building polynomial 

contrasts, a marginally significant linear trend was noted [F (1, 155) = 3.48, p = .064, 95%]. The trend 

indicated an increase in the average Stroop RTs with an increase in the number of C alleles (see figure 

8.2). While T allele homozygotes displayed an average response speed of M = 411 ms (SD = 72 ms), 

heterozygote carriers of the C allele displayed an average response speed of M = 419 ms (SD = 77 ms), 

and C allele homozygotes displayed an average response speed of M = 444 ms (SD = 100 ms). The mean 

RTs in the Negative task were also submitted to a MANOVA with the CHRNA4 rs1044396 genotype 

(CHRNA4: T/T vs. C/T vs. C/C) as factor and gender as a covariant. A polynomial contrast analysis 

showed that the linear trend missed significance [F (1, 156) = 2.27, p = .134]; see figure 8.2. T allele 

homozygotes displayed an average response speed of M = 667 ms (SD = 93 ms), heterozygote carriers 

of the C allele displayed an average response speed of M = 679 ms (SD = 94 ms), and C allele 

homozygotes displayed an average response speed of M = 698 ms (SD = 80 ms). The mean RTs in the 

Posner-Cuing task were submitted to a MANOVA with the CHRNA4 rs1044396 genotype (CHRNA4: T/T 

vs. C/T vs. C/C) as factor and gender as a covariant. Building polynomial contrasts, a marginally 

significant linear trend was noted [F (1, 156) = 3.07, p = .082, 95%]. The trend indicates an increase in 

the average Posner-Cuing RTs with an increasing number of C alleles (see figure 8.2). While T allele 
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homozygotes displayed an average response speed of M = 383 ms (SD = 51 ms), heterozygote carriers 

of the C allele displayed an average response speed of M = 386 ms (SD = 42 ms), and C allele 

homozygotes displayed an average response speed of M = 400 ms (SD = 42 ms). 

 

 

Figure 8.2.:  RTs as a function of the CHRNA4 rs1044396 genotype in the Stroop task (A), Negative priming 

task (B), and Posner-Cuing task (C). Error bars depict the standard error of the mean. 
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The average RTs in each task condition are depicted in figure 8.3. in dependence on the 

CHRNA4 rs1044396 genotype. Descriptively, the observed speed benefits of the T allele carriers were 

nearly unequivocally present in each of the individual conditions. 

 

Figure 8.3.:   RTs in the conditions of the Stroop task (A), Negative priming task (B), and Posner-Cuing task 

(C) as afunction of gender and the CHRNA4 rs1044396 polymorphism. With the exception of 

the attended repetition of the Negative priming task, T allele homozygotes were fastest in all 
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conditions, while the C allele homozygotes were slowest. The polymorphism was not associated 

with any attentional parameters in the three tasks. Error bars depict the standard error of the 

mean. 

 

Error analyses. When examining response speed, it is especially important to analyze not only 

the mean RTs but also the error rates. These analyses are necessary to test for the occurrence of speed-

accuracy tradeoffs. Speed-accuracy tradeoff takes place when the response speed is improved at the 

expense of the accuracy (or vice versa). For all tasks, the participants had been instructed to act as fast 

and as accurate as possible. In the test trials, the participants had gotten a feedback both if they had 

been too slow or if they had made errors. Nevertheless, there was a possibility that response speed 

and accuracy might have been differentially favored in the rs1044396 genotype groups. The mean 

errors in the Stroop task28 were submitted to a MANOVA with the CHRNA4 rs1044396 genotype 

(CHRNA4: T/T vs. C/T vs. C/C) as factor and gender as a covariant. There was no significant main effect 

of the genotype [F (2, 146) < 1, p = .438, ƞp
2 = .011] and polynomial contrast analysis showed no linear 

trend [F (1, 155) < 1, p = .706]. On average, T allele homozygotes made M = 1.0 (SD = 1.0) errors in the 

Stroop task, while heterozygote carriers of the C allele made M = 0.86 (SD = 0.85) errors, and C allele 

homozygotes made M = 0.96 (SD = 1.1) errors. The mean errors in the Negative task29 were also 

submitted to a MANOVA with the CHRNA4 rs1044396 genotype (CHRNA4: T/T vs. C/T vs. C/C) as factor 

and gender as a covariant. There was no significant main effect of the genotype [F (2, 147) = 2.07, p = 

.129, ƞp
2 = .027]. A polynomial contrast analysis showed a trend towards a linear relationship, however 

[F (1, 156) = 3.31, p = .071, 95%]. T allele homozygotes made M = 2.1 (SD = 1.6) errors in the Negative 

priming task, while heterozygote carriers of the C allele made M = 1.8 (SD = 1.4) errors, and C allele 

homozygotes made M = 1.5 (SD = 1.2) errors. The errors in the Posner-Cuing task were not further 

analyzed, as the overall sum of errors was only n = 4 for all participants. In sum, there were no 

indications for a speed-accuracy tradeoff in the Stroop task, while there was a trend towards a speed-

accuracy tradeoff in the Negative priming task. Due to the floor effect for errors in the Posner-Cuing 

task, no speed-accuracy tradeoff was realizable in this task. Overall, speed-accuracy tradeoffs could be 

ruled out both for the Stroop task and the Posner-Cuing task. When only these tasks were analyzed, 

the significant linear trend between the CHRNA4 rs1044396 genotype and the average response speed 

still remained apparent, however [F (1, 155) = 4.43, p = .037, 95%]. 

 

 

 

                                                           
28 I.e., the average rate of error across the congruent and incongruent condition. 
29 I.e., the average rate of errors across the attended repetition, control condition, and ignored repetition. 
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8.2. Response speed and the CHRNA5 rs3841324 and rs16969968 polymorphisms 
 

 

The CHRNA5 rs3841324 polymorphism and CHRNA5 rs16969968 polymorphism were analyzed 

in an exploratory fashion. As before, the rs3841324 polymorphism was analyzed on basis of 

comparisons between homozygous S allele carriers and L allele carriers (S/S vs. L+), while the 

rs16969968 polymorphism was analyzed on basis of comparisons between the homozygous G allele 

group and the group of A allele carriers (G/G vs. A+). The analyses were first carried out on a level of 

the individual polymorphisms (both without and with gender as a factor). The diplotypes of both 

polymorphisms were subsequently analyzed in the context of gender. Main effects of gender were also 

examined. As a last step, possible speed-accuracy tradeoffs were analyzed. 

 

Effects of the CHRNA5 polymorphisms on response speed. First, possible effects of both 

CHRNA5 polymorphisms on the average response speed were analyzed without including gender as a 

covariant. The Stroop-RTs were submitted into a 2 (condition: congruent vs. incongruent) x 2 (CHRNA5 

rs3841324: S/S vs. L+) repeated-measures ANOVA. There was no main effect of the genotype on the 

average response speed [F (1, 177) < 1, p =.570, ƞp
2 = .002]. The Negative priming RTs were also 

submitted to a 3 (condition: attended repetition vs. control condition vs. ignored repetition) x 2 

(CHRNA5 rs3841324: S/S vs. L+) repeated-measures ANOVA. Again, no main effect of the genotype on 

the average response speed was observable [F (1, 178) < 1, p =.912, ƞp
2 < .001]. Lastly, the Posner-

Cuing-RTs were submitted into a 3 (condition: valid vs. neutral vs. invalid) x 2 (CHRNA5 rs3841324: S/S 

vs. L+) repeated-measures ANOVA. Again, there was no main effect of the genotype [F (1, 178) < 1, p 

=.419, ƞp
2 = .004]. In sum, the CHRNA5 rs3841324 polymorphism was not found to modulate the 

average response speed in the Stroop task, Negative priming task or Posner-Cuing task (see figure 8.3). 

Next, the Stroop-RTs were submitted into a 2 (condition: congruent vs. incongruent) x 2 (CHRNA5 

rs16969968: G/G vs. A+) repeated-measures ANOVA. The rs16969968 polymorphism did not modulate 

the average response speed in this task [F (1, 177) = 1.10, p =.295, ƞp
2 = .006]. The Negative priming-

RTs were subsequently submitted into a 3 (condition: attended repetition vs. control condition vs. 

ignored repetition) x 2 (CHRNA5 rs16969968: G/G vs. A+) repeated-measures ANOVA. Again, no main 

effect of the genotype was observable [F (1, 178) < 1, p =.592, ƞp
2 = .002]. Last, the Posner-Cuing-RTs 

were also submitted into a 3 (condition: valid vs. neutral vs. invalid) x 2 (CHRNA5 rs16969968: G/G vs. 

A+) repeated-measures ANOVA. No effect of the genotype on response speed was notable [F (1, 178) 

< 1, p = .901, ƞp
2 < .001]. Like the CHRNA5 rs3841324 polymorphism, the CHRNA5 rs16969968 

polymorphism was not found to modulate the average response speed in the three behavioral tasks 

(see figure 8.4).
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Figure 8.4.:  Mean RTs in the Stroop task (A), Negative priming task (B), and Posner-Cuing task (C) as a function of the CHRNA5 rs3841324 genotype; mean RTs in the Stroop task 

(D), Negative priming task (E), and Posner-Cuing task (F) as a function of the CHRNA5 rs16969968 genotype. There were no main effects of the two polymorphisms on 

the average response speed.  The error bars depict the standard error of the mean.
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Gender-dependent effects of the CHRNA5 diplotypes on response speed. Next, possible effects 

of both CHRNA5 polymorphisms on the average response speed were analyzed by including gender as 

a covariant in the analyses. The Stroop-RTs were submitted into a 2 (condition: congruent vs. 

incongruent) x 2 (CHRNA5 rs3841324: S/S vs. L+) repeated-measures ANOVA with gender as a 

covariant. There was a significant interaction effect of genotype and gender [F (2, 171) = 13.68, p < 

.001, ƞp
2 = .074]. Both in the congruent and in the incongruent condition, male carriers of the S/S 

genotype were faster than male carriers of the L allele. In contrast, female carriers of the S/S genotype 

were slower than female carriers of at least one L allele (see figure 8.5). The Negative priming-RTs were 

also submitted into a 3 (condition: attended repetition vs. control condition vs. ignored repetition) x 2 

(CHRNA5 rs3841324: S/S vs. L+) repeated-measures ANOVA with gender as a covariant. The interaction 

of genotype and gender was also significant in this task [F (1, 172) = 5.36, p = .022, ƞp
2 = .030]. In all 

conditions, male carriers of the S/S genotype were faster than male carriers of at least one L allele. 

Female carriers of the S/S genotype, on the other hand, were always slower than female carriers of at 

least one L allele (see figure 8.6). The Posner-Cuing-RTs were submitted into a 3 (condition: valid vs. 

neutral vs. invalid) x 2 (CHRNA5 rs3841324: S/S vs. L+) repeated-measures ANOVA with gender as a 

covariant. The interaction effect of genotype and gender was not significant in this task [F (1, 172) < 1, 

p = .334, ƞp
2 = .005]. In all conditions, male carriers of the S/S genotype were faster than male carriers 

of at least one L allele. Female carriers of the S/S genotype, on the other hand, were slower than female 

carriers of at least one L allele (see figure 8.7). In sum, gender-based analyses of the CHRNA5 rs3841324 

revealed opposite-directed effects on response speed in male and female participants. The presence 

of the S/S genotype was beneficial in male participants, but disadvantageous in female participants. 

Male carriers of the S/S genotype were faster in the Stroop task and Negative priming task, while 

female carriers of the S/S genotype were slower in both tasks. This pattern was also found in the 

Posner-Cuing task, but the interaction effect between genotype and gender on the average response 

speed was not significant in this task. This could possibly be due to the task characteristics, as the 

Posner-Cuing task required only one response key and was on average much faster than the other 

tasks (it can be speculated that there might have been a floor effect that obstructed the clear 

emergence of a gender-dependent response speed effect of the CHRNA5 rs3841324 polymorphism). 

Next, the Stroop-RTs were submitted into a 2 (condition: congruent vs. incongruent) x 2 (CHRNA5 

rs16969968: G/G vs. A+) repeated-measures ANOVA with gender as a covariant. A significant 

interaction effect between genotype and gender was noted [F (1, 171) = 4.72, p = .031, ƞp
2 = .027]. 

Both in the congruent and in the incongruent condition, male carriers of the G/G genotype were faster 

than male carriers of the A allele. In both conditions, female carriers of the G/G -genotype were slower 

than female carriers of at least one A allele (see figure 8.5). The Negative priming-RTs were 

subsequently submitted into a 3 (condition: attended repetition vs. control condition vs. ignored 
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repetition) x 2 (CHRNA5 rs16969968: G/G vs. A+) repeated-measures ANOVA with gender as a 

covariant. The interaction of genotype and gender on the average response speed was not significant, 

but showed a trend towards significance [F (1, 172) = 3.03, p = .083, ƞp
2 = .017]. In all conditions, male 

carriers of the G/G genotype were faster than male carriers of at least one A allele, whereas female 

carriers of the G/G -genotype were slower than female carriers of at least one A allele (see figure 8.6). 

The Posner-Cuing-RTs were also submitted into a 3 (condition: valid vs. neutral vs. invalid) x 2 (CHRNA5 

rs16969968: G/G vs. A+) repeated-measures ANOVA with gender as a covariant. The interaction effect 

of genotype and gender on the average response speed in this task was not significant [F (1, 172) < 1, 

p = .876, ƞp
2 < .001]. Male carriers of the G/G genotype were slower than male carriers of at least one 

A allele in the valid and the neutral condition, but faster in the invalid condition. In all conditions, 

female carriers of the G/G -genotype were slower than female carriers of at least one A allele (see 

figure 8.7). In sum, gender-based analyses of the CHRNA5 rs16969968 revealed opposite-directed 

effects on response speed in male and female participants. The presence of the G/G genotype was 

beneficial in male participants, but disadvantageous in female participants. Male carriers of the G/G 

genotype were faster in the Stroop task and Negative priming task, while female carriers of the G/G 

genotype were slower in both tasks. In the Posner-Cuing task, this pattern was (descriptively) present 

for female participants, but not for male participants. There was no significant interaction effect 

between genotype and gender on the average response speed in this task. 
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Figure 8.5.:  RTs in the Stroop task as a function of gender and of the CHRNA5 rs3841324 polymorphism (A) 

and as a function of gender and the CHRNA5 rs16969968 polymorphism (B). The effects of both 

polymorphisms were diametrically opposed in men and women. Male carriers of the S/S 

genotype of the CHRNA5 rs3841324 polymorphism and of the G/G genotype of the CHRNA5 

rs16969968 polymorphism were faster in the Stroop and Negative priming tasks, while the 

opposite effects were observed in the female carriers of these genotypes. Error bars depict the 

standard error of the mean. Notes: * p < 0.05, ** p < 0.01.
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Figure 8.6.:  RTs in the Negative priming task as a function of gender and the CHRNA5 rs3841324 

polymorphism (A) and as a function of gender and the CHRNA5 rs16969968 polymorphism (B). 

Again, the effects of both polymorphisms were diametrically opposed in men and women. 

While male carriers of the S/S genotype of the CHRNA5 rs3841324 polymorphism and of the 

G/G genotype of the CHRNA5 rs16969968 polymorphism were faster in the Stroop and 

Negative priming tasks, female carriers of these genotypes were slower in both tasks. Error bars 

depict the standard error of the mean. Notes: ° p < 0.10, * p < 0.05. 
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Figure 8.7.:   RTs in the Posner-Cuing task as a function of gender and the CHRNA5 rs3841324 polymorphism 

(A) and as a function of gender and the CHRNA5 rs16969968 polymorphism (B). While male 

carriers of the S/S genotype were faster than male carriers of at least one L allele, and female 

carriers of the S/S genotype slower than their counterparts, the interaction between the 

rs3841324 genotype and gender was not significant. Likewise, the interaction between the 

rs16969968 genotype and gender was also not significant. In fact, male carriers of the G/G 

genotype were slower than male carriers of the A allele in two of three conditions. Female 

carriers of the G/G genotype were slower than their counterparts in all conditions. Error bars 

depict the standard error of the mean. 
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Diplotype analyses. The mean RTs in the Stroop task were submitted into an ANOVA with the 

CHRNA5 diplotypes (CHRNA5: S/S_G/G+ vs. S/S_G/G-) as factor and gender as a covariant. A highly 

significant difference between both groups was noted [F (1, 167) = 13.37, p < .001, ƞp
2 = .074]. Male 

carriers of the S/S_G/G+ diplotype were faster in the Stroop task than their counterparts, while female 

carriers of the S/S_G/G+ diplotype were slower than their counterparts (see figure 8.8). The mean RTs 

in the Negative priming task were also submitted into an ANOVA with the CHRNA5 diplotypes 

(CHRNA5: S/S_G/G+ vs. S/S_G/G-) as factor and gender as a covariant. Again, a significant difference 

between the two groups was observed [F (1, 168) = 5.13, p = .025, ƞp
2 = .030]. Male carriers of the 

S/S_G/G+ diplotype were faster in the Negative priming task than their counterparts, while female 

carriers of the S/S_G/G+ diplotype were slower than their counterparts (see figure 8.8). The mean RTs 

in the Posner-Cuing task were also submitted into an ANOVA with the CHRNA5 diplotypes (CHRNA5: 

S/S_G/G+ vs. S/S_G/G-) as factor and gender as a covariant. There was no significant effect of the 

CHRNA5 diplotypes on the average response speed in this task [F (1, 168) < 1, p = .322, ƞp
2 = .006]. The 

average RTs per task condition, diplotype and gender are listed in table 8.1. 
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Figure 8.8.:  Average RTs in the Stroop task (A), Negative priming task (B), and Posner-Cuing task (C) as a function of the CHRNA5 diplotypes (S/S_G/G+ vs. S/S_G/G-) and 

gender. While male carriers of S/S_G/G+ diplotype were faster both in the Stroop task and in the Negative priming task, female carriers of the S/S_G/G+ 

diplotype were slower both in the Stroop task and in the Negative priming task. The CHRNA5 diplotypes did not significantly modulate the response speed in 

the Posner-Cuing task. Error bars depict the standard error of the mean.



Supplementary analysis of gender. To complete the analyses of the CHRNA5 polymorphisms, it 

was also examined whether there a main effect of gender on response speed was notable. The mean 

RTs of each task were entered into a 3 (mean RTs: Stroop vs. Negative priming vs. Posner-Cuing) x 2 

(gender: male vs. female) repeated-measures ANOVA. There was no main effect of gender on the 

average RTs across the three tasks [F (1, 175) = 1.18, p = .279, ƞp
2 = .007]. Male participants displayed 

an average response speed of M = 502 ms (SD = 63 ms), while female participants displayed an average 

response speed of M = 491 ms (SD = 61 ms).  

 

Error analyses. To test for the occurrence of speed-accuracy tradeoffs, the error rates of the 

Stroop and Negative priming task were analyzed in relation to the CHRNA5 polymorphisms and gender. 

The Stroop errors were submitted into a 2 (condition: congruent vs. incongruent) x 2 (CHRNA5 

rs3841324: S/S vs. L+) repeated-measures ANOVA with gender as a covariant. There was no significant 

interaction effect of genotype and gender on the average error rate [F (1, 171) < 1, p = .836, ƞp
2 < .001]. 

Next, the Negative priming errors were submitted into a 3 (condition: attended repetition vs. control 

condition vs. ignored repetition) x 2 (CHRNA5 rs3841324: S/S vs. L+) repeated-measures ANOVA with 

gender as a covariant. The interaction of genotype and gender was also not significant in this task [F 

(1, 172) < 1, p = .477, ƞp
2 = .003]. Next, the Stroop errors were submitted into a 2 (condition: congruent 

vs. incongruent) x 2 (CHRNA5 rs16969968: G/G vs. A+) repeated-measures ANOVA with gender as a 

covariant. Again, there was no significant interaction effect between genotype and gender [F (1, 171) 

< 1, p = .641, ƞp
2 = .001]. Subsequently, the Negative priming errors were submitted into a 3 (condition: 

attended repetition vs. control condition vs. ignored repetition) x 2 (CHRNA5 rs16969968: G/G vs. A+) 

repeated-measures ANOVA with gender as a covariant. No significant interaction effect of genotype 

and gender on the average error rate in this task was observable [F (1, 172) < 1, p = .965, ƞp
2 <.001]. In 

sum, there were no indications that the error rates in the Stroop and Negative priming task were 

modulated by the CHRNA5 polymorphisms and gender. Consequentially, speed-accuracy tradeoffs 

could be ruled out as a possibility.  

 

Summary. Each of the three selected cholinergic variants were found to modulate response 

speed. T allele homozygotes of the CHRNA4 rs1044396 polymorphism were fastest in the Stroop task, 

Negative priming task, and Posner-Cuing task. C allele heterozygotes displayed intermediate RTs, while 

C allele homozygotes displayed the slowest RTs in each of the three tasks. A significant linear trend of 

the CHRNA4 rs1044396 genotype on the average response speed (across all tasks) was noted. 

Considered as sole factors, neither the CHRNA5 polymorphisms nor gender modulated the average 

response speed in the three tasks. Notably, however, interactions between the polymorphisms and 

gender modulated the response speed in the Stroop and Negative priming tasks. The effects of both 
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polymorphisms were diametrically opposed in men and women. While male carriers of the S/S 

genotype of the CHRNA5 rs3841324 polymorphism and of the G/G genotype of the CHRNA5 

rs16969968 polymorphism were faster in the Stroop and Negative priming tasks, female carriers of 

these genotypes were slower in both tasks. Likewise, male carriers of the S/S_G/G+ diplotype were 

faster in the Stroop and Negative priming task than their male counterparts, while female carriers of 

the S/S_G/G+ diplotype were slower in these tasks than their female counterparts. In regard to 

response speed, the presence of the S/S_G/G+ diplotype appeared to be beneficial for men, but 

disadvantageous for women. 
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In this chapter, the analyses of the response speed effects will be discussed. First, the 

hypotheses and results will be summarized (subchapter 9.1). Subsequently, the impact of the CHRNA4 

rs1044396 polymorphism on response speed be debated (subchapter 9.2). Then, the gender-

dependent response speed effects of the CHRNA5 rs3841324 polymorphism and rs16969968 

polymorphism will be discussed in subchapter 9.3.  

 

 

9.1. Summary of the response speed hypothesis and results 

 

It was the secondary objective of this thesis to examine the effect of the ACh system on 

response speed. It was expected that each of the three cholinergic polymorphisms would influence the 

average response speed in the Stroop task, Negative priming task, and Posner-Cuing task – 

independent of the type of attentional selection that was tapped by the individual tasks. For the 

CHRNA4 rs1044396 polymorphism, it was hypothesized that the average RTs would increase linearly 

with the C allele dosage. For the CHRNA5 rs3841324 polymorphism and rs16969968 polymorphism, 

no prior assumptions about the alleles were drawn. These analyses were conducted under an 

exploratory directive (cp. chapter 4). Each of the three selected cholinergic variants was found to 

modulate response speed; thus, the general expectation was clearly met. Furthermore, the directed 

hypothesis for the CHRNA4 rs1044396 polymorphism could also be corroborated. The T allele 

homozygotes were fastest in the Stroop task, Negative priming task, and Posner-Cuing task, while the 

C allele heterozygotes displayed intermediate RTs and the C allele homozygotes were slowest. There 

was a significant linear trend between the CHRNA4 rs1044396 genotype and the average response 

speed across all tasks. While there were no main effects of the CHRNA5 polymorphisms in regard to 

response speed, both interacted with gender. Male carriers of the S/S genotype of the CHRNA5 

rs3841324 polymorphism and of the G/G genotype of the CHRNA5 rs16969968 polymorphism were 

faster in the Stroop and Negative priming tasks, while female carriers of these genotypes were slower 

in both tasks. Analogously, male carriers of the S/S_G/G diplotype were faster than their counterparts 

in the Stroop and Negative priming task, while female carriers of this diplotype were slower than their 

counterparts in these tasks. The presence of the S/S_G/G diplotype appeared to be beneficial for men, 

but disadvantageous for women. Thus, both CHRNA5 polymorphisms were associated with 

diametrically opposed response speed effects in men and women.  
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9.2. The CHRNA4 rs1044396 polymorphism and the speed of information processing 

 

The response speed effect of the rs1044396 C allele dosage is no unparalleled finding. In fact, 

this finding aligns with one reported by Greenwood and colleagues (2005), who had administered a 

cued visual search task and also found the average response speed to be significantly modulated by 

this polymorphism. The administered cued visual search task consisted of a conjunction condition 

(which tapped selective, visuospatial top-down attention) and a pop-out condition (which tapped 

selective, visuospatial bottom-up attention). They noted both a main effect of the rs1044396 C allele 

dosage on response speed and an interaction effect with the task condition. In general, the T allele 

homozygotes were fastest and the C allele homozygotes were slowest in the task, with heterozygotes 

displaying intermediate RTs (which renders their results strikingly similar to the ones of this 

dissertation). Furthermore, the disadvantageous effect of the C allele dosage was larger in the more 

demanding condition (conjunction) than in the less demanding condition (pop-out). The C allele 

carriers were not only generally slower, but also disproportionately slower than T allele homozygotes 

in the conjunction condition compared to the pop-out condition.  There was no equivalent finding in 

the present study, as the CHRNA4 rs1044396 polymorphism did not interact with the conditions of the 

Stroop task, Negative priming task, or Posner-Cuing task. The C allele homozygotes were always 

slowest, irrespective of whether the condition was more or less demanding; yet, they were not 

disproportionately slower in specific conditions. Parasuraman and colleagues (2005) studied the effect 

of the CHRNA4 rs1044396 polymorphism on the performance in an endogenous Posner-Cuing task. 

There were three types of cue validities and two SOA variations, so that the task was comprised of six 

conditions. Unfortunately, the authors did not report an analysis of the effect of the polymorphism on 

the average response speed. It was notable, however, that the T allele homozygotes were fastest in all 

six conditions. In four of the six conditions, the C allele homozygotes were slowest. As this is merely a 

descriptive observation, it naturally cannot serve to corroborate any hypothesis. Still, this finding 

provides a tentative further indication of the C allele dosage effect. In this dissertation, the C allele 

dosage effect was found across a range of different tasks that varied in their degree of complexity and 

tapped both selective top-down and bottom-up attention. The Posner-Cuing task relied on the 

detection of the target presence in one of two spatial locations and was dependent on only one 

response key. The performances in the Stroop task and the Negative priming tasks relied on the 

identification of a predetermined stimulus property; here, the participants were required to use either 

two response keys (in the Stroop task) or four response keys (in the Negative priming task). Together 

with the finding of Greenwood and colleagues (2005), this suggests a generalizability of the response 

speed effects of the present study. It can be speculated that the CHRNA4 rs1044396 polymorphism 

generally impacts on response speed, mostly irrespective of the task type at hand. This leads to several 
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questions; primarily where and how the polymorphism influences response speed. More specifically, 

where does the CHRNA4 rs1044396 polymorphism modulate the stream of information processing? 

And furthermore, how are its effects are implemented on a cellular level? Several distinct processes 

contribute to response speed: sensory processes (the perception of the stimulus), cognitive processes 

(the identification of the stimulus and the determination as well as preparation of a suitable response) 

and motor processes (the execution of the response). The term “information processing” makes the 

assumption that humans are not merely passive recipients of sensory information, but actively process 

and alter input. The result of information processing can be implemented in an outwardly observable 

reaction. Under a simplistic view, the components of response speed can thus be divided into a 

cognitive preparation component (i.e., information processing) and an execution component (i.e., the 

observable action). ACh is present both in the CNS and in the PNS, where the neurotransmitter acts on 

voluntary muscles (Snyder, 1999). For this reason, genetic variations within the cholinergic system 

might influence response speed either in the CNS or in the PNS; might impact either on the preparation 

component or the execution component (or both to varying degrees). The α4 subunit and the α5 

subunit only occur in neuronal, CNS-bound nAChRs (Colquhoun et al., 2003). This means that their 

effects should take place within the CNS, prior to the execution of the response. While this assumption 

narrows the location of the effects of the CHRNA4 rs1044396 polymorphism down, it does not shed 

light on which specific process might be modulated. It does not specify whether T allele homozygotes 

are generally quicker to perceive stimuli, or to identify them, or to determine and prepare the suitable 

response. Since the CHRNA4 rs1044396 polymorphism was not associated with the attentional 

parameters in the Stroop task, Negative priming task, or Posner-Cuing task, it is clear that the speed 

benefits of the T allele carriers cannot be rooted in the specific attentional processes that are 

demanded in these tasks. The CHRNA4 rs1044396 polymorphism did not influence the resolution of 

the arising interference in the Stroop task and Negative priming task, where attention was voluntarily 

shifted in accordance with the task instructions; nor did the polymorphism influence the performance 

in the Posner-Cuing task, where attention was involuntarily shifted due to the salience properties of 

the stimulus material. The speed advantages of the T allele homozygotes were nearly univocally 

observable across the different conditions (see figure 8.3). At the moment, there are no studies that 

pinpoint the possible impact site of the CHRNA4-modulated speed effects in the stream of information 

processing. The tasks that were administered in this dissertation did not allow to disentangle the 

involved processes. The average RTs that were derived did not reflect when the cognitive preparation 

ended and was implemented in the response execution, nor did they provide a more fine-grained 

resolution of the subprocesses within these broader categories. Further studies must be conducted to 

tackle this issue. In the outlook (chapter 11), one possible approach is contoured. At the moment, the 

question where the CHRNA4 rs1044396 polymorphism influences the stream of information processing 
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must go unanswered. It is another important question how the polymorphism might modulate 

response speed. In chapter 7, it has been detailed that ACh can operate in two different modes in the 

CNS. Specifically, Sarter and colleagues (2014) proposed that there are two largely independent ACh 

systems; a deterministic system that has direct, immediate, event-related effects by impacting on 

postsynaptic release sites (i.e., contributing to point-to-point neurotransmission) and a 

neuromodulatory system that acts via extrasynaptic volume transmission and results in slow, long-

lasting effects. This system requires ACh molecules to diffuse away from their release sites, towards 

extrasynaptic receptors – which results in large areas being subjected to low concentrations of ACh 

(Dani & Bertrand, 2007). Diffusion is a comparatively slow process and accordingly, volume 

transmission has been described as being a “hormone-like” type of transmission (von Bohlen und 

Halbach & Dermietzel, 2006). Cholinergic effects on the average response speed are much more likely 

attributable to the neuromodulatory system rather than to the deterministic, fast-acting system30. The 

uniform nature of the response speed effects suggests a stable cholinergic influence across a span of 

different tasks (cp. figure 8.3), in each case benefitting the T allele carriers. Dani and Bertrand (2007) 

concluded that cholinergic volume transmission “not only influence[s] the excitability of a neuron but 

also its set point, which determines the overall electrical and chemical sensitivity and responsiveness” 

(p. 707-708). They further added that cholinergic volume transmission affects time course and spatial 

dependence of nAChR signaling. Notably, as the (α4β2)2 subtype is the most common nAChR subtype 

in the brain (Greenwood et al., 2012), genetic variants of the α4 subunit might be quite influential in 

either system. Since CHRNA4 rs1044396 is synonymous, it is unclear whether the polymorphism is 

functional by itself or in a linkage disequilibrium to one or several functional variants in the regulatory 

or promotor region of the CHRNA4 gene (as has been suggested by Markett et al., 2011). Winterer and 

colleagues (2011) reported that the C allele is linked to a higher number of nAChRs in a high-affinity 

state. Receptors in a high-affinity state require a lower ligand concentration to be occupied and to 

trigger a physiological response (Greenwood et al., 2012). The finding of Winterer and colleagues 

(2011) has to be classified as preliminary and requires replication, however. Effects of the CHRNA4 

rs1044396 polymorphism on response speed have not always been found. Kikuno and colleagues 

(2013) reported no effects on the average response speed in a rapid scene categorization task, while 

Espeseth and colleagues (2006) found no such main effect in a cued visual discrimination task. In the 

former study, a sample of n = 100 participants was analyzed – a rather small, which might have resulted 

in too little power to detect the response speed effect. Kikuno and colleagues (2013) analyzed a sample 

                                                           
30 While the CHRNA4 rs1044396 polymorphism exerted no effects on attention in the present study (cp. chapter 

7), this variant has been repeatedly linked to attentional parameters, especially to endogenous shifts of 
visuospatial attention (Greenwood et al., 2012). In this regard, the existence of the CHRNA4 rs1044396 effects 
on attention – possibly realized via the deterministic ACh system – cannot be precluded. The design of the 
present study might simply not have been best suited to highlight and illustrate such effects. 
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of n = 230 participants, of which roughly half were 53 to 64 years old and half were 65 to75 years old. 

In regard to this age setup, the sample is certainly unusual – the majority of CHRNA4 rs1044396 studies 

so far have been focused on young adults. The relation between mental speed and age is curvilinear 

and runs parallel to the development and decline of fluid intelligence (Sheppard & Vernon, 2008). The 

peak of both response speed and fluid intelligence is located within young adulthood (Sheppard & 

Vernon, 2008; Horn & Cattell, 1967). The reduction of response speed might possibly drive the decline 

of fluid intelligence, or could simply be driven by the same underlying factors (Sheppard & Vernon, 

2008). In samples of young adults, lifestyle-related impairments of cognition and health problems 

should be a minimal issue. For these reasons, the effect of genetic variants on response speed should 

be much more apparent in early adulthood than in the later stages of life31. Insofar it is perhaps not 

surprising that the CHRNA4 rs1044396 polymorphism was not associated with the average response 

in a sample of middle-aged and older participants. In sum, it is not yet clear which component of 

information processing is modulated by the CHRNA4 rs1044396 polymorphism. The response speed 

effects are most likely implemented through the neuromodulatory ACh system, however, and could 

possibly be driven by the affinity state of the α4-containing nAChRs.  

 

 

9.3. The CHRNA5 polymorphisms and the speed of information processing 

 

The effects of the CHRNA5 rs3841324 polymorphism and CHRNA5 rs16969968 polymorphism 

on response speed were diametrically opposed in men and women. Male carriers of the S/S genotype 

of the CHRNA5 rs3841324 polymorphism and of the G/G genotype of the CHRNA5 rs16969968 

polymorphism were faster than their counterparts in the Stroop and Negative priming task. In contrast, 

female carriers of these genotypes were slower than their counterparts in the Stroop and Negative 

priming task. This pattern of results was descriptively apparent in the Posner-Cuing task as well, but 

both polymorphisms failed to modulate the response speed here (irrespective of whether gender was 

considered as a factor). As expected, the CHRNA5 polymorphisms were in a strong linkage 

disequilibrium with each other. All carriers of the S/S genotype of the rs3841324 polymorphism were 

also carriers of the G/G genotype of the rs3841324 polymorphism32. Analyses on a diplotype basis 

demonstrated that male carriers of the S/S_G/G diplotype outperformed male non-carriers in the 

Stroop and Negative priming task, while female carriers of this diplotype were disadvantaged and 

                                                           
31 Behavioral variance can be explained to a larger extent by genetic factors if the environmental factors are more 
similar. In early adulthood, many of the factors that should later contribute to response speed differences are 
not yet apparent.  
32 But not vice versa – about 60 % of the carriers of the CHRNA5 rs16969968 G/G genotype did not simultaneously 
carry the CHRNA5 rs3841324 S/S genotype. 
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displayed slower RTs than female non-carriers. Wei and colleagues (2011) reported that the S/S_G/G 

diplotype had a protective health effect for women (reducing the risk of developing lung cancer), but 

no such effect for men. CHRNA5 is part of a cluster of nAChR genes that appear to be relevant for 

nicotine consumption and dependency (Bierut et al., 2008), presumably because variants of these 

genes might change the effectiveness and impact of ACh and cholinergic agonists. In this regard it is 

notable that accessory α5 subunits provide a greater sensitivity for the nAChR activation (Kuryatov et 

al., 2008). In a sample of almost three hundred participants, Breetvelt and colleagues (2014) found the 

A allele of the CHRNA5 rs16969968 polymorphism to be associated with a better memory function and 

a higher IQ, particularly in males. This finding is another indication of the relevance of gender for the 

α5 subunit of the nAChR. In this dissertation, the diametrical CHRNA5 effects canceled each other out 

and resulted in a non-significant net-effect when response speed was averaged across the gender 

categories. Both CHRNA5 polymorphisms have so far only been sparsely studied in regard to cognitive 

parameters, but judging from the existing findings it is of the utmost importance to include gender as 

a covariant in all of analyses of these polymorphisms. If gender is omitted, one runs the risk of 

overlooking quite prominent effects. The most common nAChR in the brain is the (α4β2)2 subtype 

(Greenwood et al., 2012) and the α5 subunit is present in up to 40 % of these receptors (Kuryatov et 

al., 2008; Mao et al., 2008). Consequently, the α5 subunit is widely distributed in the CNS. Since the α5 

subunit is an accessory subunit and as such has a modulating function (Kuryatov et al., 2008), it might 

fine-tune the actions of a significant portion of the nAChRs in the CNS. Nicotine is the nAChR agonist 

that has been studied most extensively. Notably, gender effects in in nicotine consumption and 

addiction are no new discovery. It has been reported that the chronic administration of nicotine led to 

an up-regulation of the nAChRs in male rats but not in female rats (Koylu, Demirgören, London, & 

Pögün, 1997) and that nicotine replacement therapy is less effective in women (Wetter et al., 1999). 

In fact, nicotine underlies a faster metabolism in women (Benowitz, Lessov-Schlaggar, Swan, & Jacob, 

2006) and women seem to have more trouble to quit smoking (Benowitz & Hatsukami, 1998). There 

are also indications that the urge to smoke fluctuates with the menstrual cycle and is highest during 

the latter luteal phase (Benowitz & Hatsukami, 1998), when the hormone progesterone has reached 

its peak concentration (Johansson, 1969). The findings of decades of nicotine research suggest that 

nicotine exerts markedly different effects in men and women. This is certainly no trivial finding, as 

nicotine as a cholinergic agonist reaches about 80 % of the efficacy of ACh molecules for the nAChR 

activation (Nelson et al., 2003). Thus, a significant portion of the nicotinic ACh system might underlie 

gender-specific modulations. It can be argued that these gender differences are partly driven by two 

closely intertwined factors: the a5 nAChR subunit and the hormone progesterone. Koylu and 

colleagues (1997) suggested interactions between this sex hormone and the nAChRs to cause the 

gender-dependent nicotine effects. Wei and colleagues (2011) also proposed that the gender-
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dependent effects of the CHRNA5 rs3841324 polymorphism and CHRNA5 rs16969968 polymorphism 

might be caused by interactions between the α5 subunit of the nAChR and progesterone. What are 

the correlates of the CHRNA5 diplotypes? The S allele of the rs3841324 polymorphism was linked to 

higher levels of CHRNA5 mRNA expression (Wang et al., 2009), while the G allele of the CHRNA5 

rs16969968 polymorphism was linked to an elevated response of the nACh receptor to an agonist 

(Bierut et al., 2008). Bierut and colleagues (2008) elaborated that α4β2α5 receptors that contained the 

rs16969968 G allele displayed a maximal response that was more than two times higher than the one 

displayed by α4β2α5 receptors that did not contain the G allele. In sum, it can be speculated that the 

S/S_G/G diplotype signifies the allele combination of both polymorphisms that results in the greatest 

number of nAChRs and the greatest affinity of these receptors. This diplotype, in other words, could 

be associated with the comparatively highest level of cholinergic transmission. A high rate of 

cholinergic transmission appears to be beneficial for men, who have much lower levels of endogenous 

progesterone. In contrast, a high rate of cholinergic transmission appears to be disadvantageous for 

women, who have much higher – albeit also strongly fluctuating – levels of progesterone. It then stands 

to reason that male carriers of the S/S_G/G diplotype are more similar to the female non-carriers of 

this diplotype than the female carriers; this would explain why these groups show both response speed 

advantages and attentional advantages (cp. chapter 6). Progesterone and the α5 subunit of the nAChR 

seem to be closely intertwined on a cellular level. A putative progesterone responsive element has 

been located in the promotor of the CHRNA5 gene, for example (Gangitano, Salas, Perez, & De Biasi, 

2009). It has also been shown that progesterone can increase the expression levels of α5 mRNA both 

in vivo and in vitro (Gangitano et al., 2009) and can noncompetitively inhibit nAChRs (Valera, Ballivet, 

& Bertrand, 1992). Traditionally, progesterone has been categorized as a sex hormone and firmly 

subsumed under the reproductive system. The hormone is produced in the ovaries and in the adrenal 

glands (Baulieu & Schuhmacher, 2000), and its level are known to fluctuate within the menstrual cycle 

(Schandry, 2006). Progesterone is present in men as well, albeit at lower levels, and influences the 

spermatogenesis here (Lue et al., 2013). The role of progesterone is not limited to reproductive 

functions, however. Baulieu and Schuhmacher (2000) stated that “sex steroids influence neuronal 

activity within large parts of the nervous system [and] exert a variety of effects that are not necessarily 

related to reproduction,” (p. 605). Progesterone, for example, targets multiple regions in the CNS, 

among them the hippocampus and cortex (Brinton et al., 2008). Progesterone receptors are widely 

expressed in the brain (Brinton et al., 2008) and progesterone itself is present both in neurons and glia 

cells (Baulieu & Schuhmacher, 2000). When progesterone is synthesized de novo in the brain, it is 

labeled a neurosteroid instead of a hormone (Baulieu & Schuchmacher, 2000). Progesterone molecules 

are small, hydrophobic and capable of passing the blood-brain barrier (Stein, 2011). Baulieu and 

Schuhmacher (2000) speculated that the local synthesis of progesterone in the brain may serve to 
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compensate for drops in progesterone levels due to the menstrual cycle or ageing; in males, the de 

novo synthesis might be necessary to compensate for the much lower peripheral production levels of 

progesterone. In many regards, the progesterone system in the brain is yet unchartered territory. A 

radioligand that is specific for progesterone and can be used in PET studies has only recently been 

determined (Lee et al., 2010) and utilized in a human sample (Dehdashti et al., 2012). The role of 

progesterone in the living brain has not yet been investigated via this route, however. In this regard it 

is relevant that the subjective effects of cocaine in women appear to be partly dependent on the 

menstrual cycle (Evans, Haney, & Foltin, 2002), specifically on the endogenous progesterone levels 

(Evans & Foltin, 2005). Cocaine is known to exert many of its reward-related properties by increasing 

the DA transmission in the nucleus accumbens of the striatum (Ikemoto & Panksepp, 1999). The 

findings of the Evans group demonstrate that peripherally produced progesterone can exert effects on 

the processing of psychoactive drugs in a subcortical structure of the CNS. Thus, the stream of 

information processing might be modulated both by progesterone that has been produced in the brain 

and by progesterone that has been produced outside of the brain. The vastly differing levels of the 

reproductive progesterone synthesis in women and men might be directly related to gender 

differences in cognitive functioning. The α5 subunit is most likely one avenue through which 

progesterone influences the inner workings of the CNS. In future studies of the CHRNA rs3841324 

polymorphism and CHRNA5 rs16969968 polymorphism, the role of progesterone should be closely 

monitored and investigated (cp. chapter 11 for an elaboration on this point). In sum, gender should 

always be considered as a factor when studying the CHRNA5 rs3841324 polymorphism and CHRNA5 

rs16969968 polymorphism. Interactions with progesterone might be the driving factor behind the 

observed gender differences in this dissertation. The diametrical nature of the CHRNA5 effects means 

that no gender group was inherently faster in the administered tasks. Naturally, the questions arise 

where and how the stream of information processing was influenced by the CHRNA5 polymorphisms. 

As for the first question, that is an issue that must be tackled in further studies (cp. chapter 11) and at 

the moment is similarly uncertain as in the case of the CHRNA4 rs1044396 polymorphism. In regard to 

the second question, it is assumed that the neuromodulatory, comparatively more static ACh system 

is at the core of the CHRNA5 response speed effects; here influenced via the presumably higher 

cholinergic transmission in the case of the S/S_G/G diplotype and the interactions of the α5 subunit 

with progesterone.    
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This chapter is focused on a general discussion of the results of the present study. First, the 

overall hypotheses and results will be summarized (subchapter 10.1). Then, the underlying 

mechanisms of the gender-dependent attention and speed effects of the CHRNA5 polymorphisms will 

be further discussed (subchapter 10.2). Last, the limitations of the study will be detailed and different 

ways of improvement will be suggested (subchapter 10.3).  

 

10.1. Summary of the overall hypotheses and results 

It was the primary objective of this thesis was to examine whether selective top-down and 

bottom-up attention are differentially modulated by the dopaminergic neurotransmitter system and 

the cholinergic neurotransmitter system. To this end, two dopaminergic variants (COMT Val158Met 

and the DAT1) and three cholinergic variants (CHRNA4 rs1044396, CHRNA5 rs3841324, and CHRNA5 

rs16969968) were studied in relation to the participant’s performance in a Stroop task, Negative 

priming task, and Posner-Cuing task. On the basis of the dissociation hypothesis (Noudoost & Moore, 

2011a), it was assumed that the COMT Val158Met polymorphism and the DAT1 polymorphism would 

influence the performance in the top-down driven Stroop and Negative priming tasks, but not (equally) 

in the bottom-up driven Posner-Cuing task. Likewise, it was assumed that the three cholinergic variants 

would influence the performance in the bottom-up driven Posner-Cuing task, but not (equally) in the 

top-down driven Stroop and Negative priming tasks. By and large, the assumptions were confirmed in 

regard to the dopaminergic system. Both the COMT Val158Met polymorphism and the DAT1 

polymorphism did indeed modulate the performance in the Stroop task in the expected fashion, but 

did not influence the performance in the Posner-Cuing task. Thus, the present study provides 

indications that the dopaminergic system is especially relevant for processes of selective top-down 

attention. In regard to the cholinergic system, however, the results provided no indications for the 

dissociation hypothesis. None of the three cholinergic polymorphisms modulated the performance in 

the Posner-Cuing task, and thus none of them were found to be especially relevant for processes of 

selective bottom-up attention. As a second objective of this thesis, it was tested whether variants of 

the cholinergic system modulated response speed. To this end, the effects of the cholinergic 

polymorphisms on the average RTs in the three tasks were studied. All three polymorphisms influenced 

the general response speed. Specifically, a linear relationship between the C allele dosage of the 

CHRNA4 rs1044396 polymorphism and the average speed was noted; T allele homozygotes were 

overall fastest, while C allele homozygotes were overall slowest. The CHRNA5 polymorphisms 

interacted with gender on response speed, exerting diametrically opposed effects in men and women. 

While male carriers of the S/S genotype of the CHRNA5 rs3841324 polymorphism and of the G/G 

genotype of the CHRNA5 rs16969968 polymorphism were faster in the Stroop and Negative priming 
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tasks, female carriers of these genotypes were slower in both tasks. In sum, there were strong 

indications that the cholinergic system impacts on response speed (cp. chapter 9). At the moment, it 

is still up to debate whether the observed effects are attributable to the neuromodulatory or the 

deterministic ACh system. This point will be further discussed in the next subchapter. 

 

10.2. One system or two systems? 

 

The CHRNA5 rs3841324 polymorphism and by the CHRNA5 rs16969968 polymorphisms 

modulated both selective top-down attention and response speed in interaction with gender, causing 

diametrically opposed effects in men and women. Male carriers of the S/S_G/G diplotypes were both 

faster in the Stroop task, Negative priming task, and Posner-Cuing task, and displayed smaller Stroop 

effects. In contrast, female carriers of the S/S_G/G diplotypes were both slower in the Stroop task, 

Negative priming task, and Posner-Cuing task, and displayed larger Stroop effects. The S/S_G/G 

diplotype appears to be allele combination of both polymorphisms that leads to the comparatively 

highest level of cholinergic transmission. It can be speculated that a neurosteroid like progesterone – 

greatly varying in its levels in men and women – might cause the gender-dependent effects (cp. chapter 

9). In this dissertation, it has been proposed that the effects of the CHRNA5 polymorphisms on 

attention are likely exerted through the fast-acting, deterministic ACh system, while their effects on 

response speed are exerted through the slower, neuromodulatory ACh system. Likewise, it has been 

proposed that the effects of the CHRNA4 rs1044396 polymorphism on response speed are exerted 

through the neuromodulatory system. The response speed effects occurred independent of task 

interactions, with the three cholinergic polymorphisms exerting almost uniform effects across the 

individual tasks and task conditions. Dani and Bertrand (2007) stated that the neuromodulatory ACh 

system influences the “set point, which determines the overall electrical and chemical sensitivity and 

responsiveness [of neurons]” (p. 708). Likewise, Agnati and colleagues (1995) stated that this type of 

intercellular communications “[allows] a global mode of operation for the CNS. In fact, [volume 

transmission] allows the setting of ‘entire provinces of the CNS’ […] to the appropriate functional state 

so that they work as a unit” (p. 712). In short, volume transmission as a comparatively slow-acting and 

stable type of intercellular communication is ideally suited to pre-set or configure large populations of 

neurons. This type of influence might be called an offline influence. It can be speculated that the 

neuromodulatory system modulates the framework in which information processing takes place. The 

framework might determine if information processing is more or less efficient and thus, more or less 

fast. Yet, the neuromodulatory system is too slow to actually exert immediate effects; to not only build 

the frame, but also interact with the subprocesses that take place within its edges. In contrast, the 

effect of the CHRNA5 polymorphism on selective top-down attention are assumed to rely on the 
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deterministic system. ACh can modulate the detection and possibly also selection of targets; this type 

of influence relies on brief bursts of cholinergic activity that take place in a millisecond range (Sarter 

et al., 2014). The underlying neuronal mechanism is point-to-point neurotransmission, which must 

operate online, directly modulating the way the information is processed and the task is carried out. 

Both CHRNA5 polymorphisms interacted with the conditions of the Stroop task. Male carriers of the 

S/S_G/G diplotype were less affected by conflicting properties of the Stroop stimuli than their male 

counterparts, while female carriers of this diplotype were more affected than their female 

counterparts. Yet, the notion of two systems being responsible can be challenged. Is it strictly 

necessary to assume that the observed effects are caused by the two ACh systems in the CNS? Is it not 

also possible that both the speed of information processing and the attentional processing are 

favorably modulated by beneficial or detrimental offline settings? Naturally, this question cannot be 

fully answered in this dissertation. However, a tentative indication for this line of argumentation seems 

to be that the CHRNA5 effects on attention and speed effects were quite uniform, almost mirroring 

each other33. In contrast, the CHNRA4 rs1044396 polymorphism exerted clear effects on response 

speed, but no effects on attention. This finding contraindicates that the notion that the 

neuromodulatory system might be responsible for modulating both the response speed and the 

attention effects. If this system were responsible for pre-setting the framework both for the general 

speed of information processing and for the speed of the interference resolution (the latter being 

required in the Stroop task), the CHRNA4 rs1044396 polymorphism should also have modulated the 

attentional performance in the Stroop task. This was not the case; the polymorphism did not influence 

the Stroop effect. Thus, it is more plausible that two ACh systems are at the core of the observed 

effects. Most likely, nAChRs that contain the α4 subunit and α5 subunit are present in both systems 

and the CHRNA5 polymorphisms interact with gender in the same fashion in both cases. While largely 

autonomic, the neuromodulatory and deterministic ACh system can also interact. Sarter and 

colleagues (2014) reported that elevated levels of ACh neuromodulation increased the likelihood of 

cholinergic transients. Interestingly, both system can also be affected by global regulatory signals that 

fine-tune the efficacy of entire networks (Agnati et al., 1995). More research is certainly required to 

understand the connections between both systems and to disentangle their effects, but at the moment 

it is indeed expected that the two systems caused the observed effects of the cholinergic variants on 

attention and response speed.  

                                                           
33 Both the CHRNA5 rs3841324 polymorphism and the CHRNA5 rs16969968 modulated the Stroop effect, but not 
the NP effect or the Posner effect. The Stroop effect was the largest effect out of these three; naturally this 
should have facilitated the emergence of a significant cholinergic modulation. 
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10.3. Limitations of the study 
 

The Dot Probe task. Regarding the tasks, the study has several limitations. First and foremost, 

the Dot Probe task did not yield the expected Dot Probe effect. The participants were faster in invalid 

trials (where the target appeared at the location of a preceding neutral stimulus) compared to valid 

trials. This led to the removal of the Dot Probe task from all subsequent analyses. The typical Dot Probe 

effect consists in faster responses to neutral targets that appear at a location where an emotional 

stimulus has previously been presented (Wenzel, 2012). However, this “typical” effect is especially 

noticeable if disorder-specific cues are used in a clinical sample of participants with that disorder 

(Wenzel, 2012). In fact, sometimes – as in this study – the opposite results are reported in samples of 

healthy participants (Wenzel, 2012). The inconsistencies of the Dot Probe effect have been 

systematically examined by Schmukle (2005). Schmukle tested the retest reliability and internal 

consistency of word-based and picture-based versions of the Dot Probe task over a time period of one 

week. The retest reliability was estimated by correlating the same key indices over a one-week interval. 

The internal consistencies of the Dot Probe versions were estimated via the split half method and via 

Cronbach’s alpha. Schmukle reported that the utilized Dot Probe tasks were internally inconsistent and 

unstable. It made no difference whether the Dot Probe task was word-based or picture-based or 

whether the utilized threat stimuli were of a socially threatening or physically threatening nature. 

Schmukle summarized that the Dot Probe tasks neither measured a trait-like variable (which would 

require both stableness and internal consistency), nor a state-like variable (which would require 

internal consistency). Thus, it is not surprising that the reported Dot Probe effects in the literature are 

so inconsistent. As Schmukle stated, the Dot Probe tasks utilized by him measured only error variance 

and therefore precluded the possibility of an effect replication. He concluded that the Dot Probe task 

is “completely unreliable” and not suited “to measure the attentional allocation in non-clinical 

samples” (p. 595). In the present study, the sample consisted primarily of students and thus was non-

clinical. Therefore, sizeable influences of existing disorders on the performance in the Dot Probe task 

were unlikely. In the future, it would be advisable to exclude the Dot Probe task from all studies that 

are aimed at the examination of cognitive functions in healthy participants. The removal of the Dot 

Probe task from this study equaled the loss of the second task of selective bottom-up attention. 

Therefore, the construct of selective bottom-up attention was only tapped by the Posner-Cuing task. 

Ultimately, this prevented the evaluation of the convergent validity of this approach. Concerning the 

measurement of traits, Campbell and Fiske (1959) stated that each employed test is a trait-method 

unit, where “the systematic variance among test scores can be due to responses to the measurement 

features as well as responses to the trait features” (p. 81). They reasoned that “more than one trait as 

well as more than one method must be employed in the validation process […] in order to estimate 
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the relative contributions of trait and method variance” (p. 81). The present study was aimed at 

disentangling the contributions of DA and ACh on selective top-down and bottom-up attention. The 

employed design allowed the representation of the dopaminergic and cholinergic system by several 

variants and, at the same time, allowed the representation of the selective top-down and bottom-up 

system by several tasks. Thus, the design was aimed at the evaluation of convergent validity (by testing 

whether all dopaminergic variants affected top-down attention, while all cholinergic variants affected 

bottom-up attention) and the evaluation of discriminant validity (by testing whether the dopaminergic 

variants did not affect bottom-up attention, while the cholinergic variants did not affect top-down 

attention). The removal of the Dot Probe task from the analyses was unfortunate insofar as it reduced 

the generalizability of the Posner-Cuing results. All of these results would have been strengthened in 

their interpretability if the Dot Probe task would have served as a reliable comparison task. In future 

studies, it might be worthwhile to try to replicate the effects of the selected dopaminergic 

polymorphisms in other tasks, for example in a visual search task (where it would be expected that the 

polymorphisms influence the performance in the conjunction condition, but not in the pop-out 

condition). 

 

The Negative priming task. In regard to the Negative priming task, several aspects are worth a 

critical discussion. While both the PP effect and the NP effect were observed, the NP effect was 

significant only in a one-tailed test and was of a small effect size. In fact, a sizeable fraction of the 

participants did not display a NP effect at all. Since the NP effect is not as robust as the Stroop effect 

(Frings et al., 2014; Siegrist, 1997), it is not surprising that the effect was not present in some 

participants. A rate of about 40 % non-responders – as in this study – is excessive, however. This high 

rate might have been due to specific task and sample characteristics. A control variable was found to 

contribute to the task performance, explaining some of the error variance. Particularly, the ability to 

touch-type explained about 10 % of the variance that was observed in this task. About a quarter of the 

participants (n = 46) indicated that they were able to touch-type according to the German standard 

system of touch-typing. In this system, the left middle finger is placed on the key “D”, the left index 

finger is placed on the key “F”, the right index finger is placed on the key “J”, and the right middle finger 

is placed on the key “K”. This is exactly the finger placement that was required in the Negative priming 

task, where exactly these four letters had to be identified. The differences between the touch-typing 

participants and the rest of the sample were quite pronounced. The touch-typing participants were 

overall faster in the NP task; in addition, an overall larger percentage of them displayed the NP effect 

(74 % as compared to 51 % of the other participants). In particular, the touch-typing participants 

displayed larger NP effects and smaller PP effects than their counterparts. In the subsample of touch-

typing participants, the comparison of the control condition and ignored repetition led to a significant 
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NP effect in a two-tailed test. If the touch-typing participants were entirely excluded from the analysis 

of the whole sample, no NP effect was apparent anymore. Thus, the observed NP effect in this study 

appeared to have been partly driven by the person-specific factor of the ability to touch-type. As can 

be seen in table 10.1., the participants that were unable to touch-type benefitted from the attended 

repetition (where the target was repeated) to a disproportionately larger degree than the touch-typing 

participants. If the prime target was not repeated as the probe distractor, the responses of these 

participants were slower and not discriminative of the condition (hence the lacking NP effect in this 

subset of the sample).  

 

Table 10.1. Negative priming RTs in ms (standard deviations in the brackets) as a function of 

the ability to touch-type 

 attended repetition control condition ignored repetition 

 M (SD) M (SD) M (SD) 

Touch-typing  525 (61) 651 (93) 665 (99) 

No touch-typing 571 (70) 755 (116) 756 (111) 

 

 

It can be assumed that the participants who were unable to touch-type were more strongly affected 

by a response change. The smaller NP effects in this group might have be due to participants trying to 

retrieve the information about the key position and thus being obstructed in focusing solely on the 

execution of the response. This aligns with one of the most prominent theoretical accounts of the NP 

effect. It is mostly consensus that not only inhibitory mechanisms, but also retrieval processes 

contribute to the NP effect (Tipper, 2001; Frings et al., 2014). The Episodic Retrieval account assumes 

that retrieval processes are at the core of the NP effect. Specifically, it is assumed that the probe target 

in the ignored repetition serves as a retrieval cue for the prime episode (Neill & Valdes, 1992; Neill, 

Valdes, Terry, & Gorfein, 1992; for an overview, see Mayr & Buchner, 2007, and Fox, 1995). The 

retrieved information contains the responses that were required for the stimuli, among them the do-

not-respond information that is linked to the prime distractor. It is assumed that the incompatibility of 

the probe instruction (respond to the stimulus) is at conflict with the prime instruction (respond to the 

stimulus) and results in a time-consuming solution processes that is ultimately reflected in the NP 

effect (Mayr & Buchner, 2007). Mayr and Buchner stated that “the successful retrieval of the prime 

episode is a necessary precondition for the [NP] effect to occur”, and further added that the NP effect 
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should increase dependent on the probability of the prime episode retrieval. Conway and colleagues 

(1999) examined the influence of the memory load on the performance in a Negative priming task. The 

experiment consisted of five-trial groups. After each trial, a word (experiment 1) or polygon 

(experiment 2) was presented to the participants. After the fifth trial, the participants had to indicate 

whether the presented word or polygon matched one of the previously presented stimuli. Thus, the 

memory load increased linearly within the trial groups. Conway and colleagues reported that NP 

effects were only observable at a memory load of zero, i.e. the first trial. The experiments demonstrate 

that the NP effect can be eliminated by the memory load of a secondary task (in dependence of the 

individual level of performance). Conway and colleagues (1999) concluded that the processes that 

underlie NP effect are resource-dependent. In the present study, it is likely that the participants who 

were not able to touch-type were not as confident in the placement of their fingers. As a consequence, 

they might have had to retrieve the respective information frequently. For example, if the middle letter 

in a probe display was “K”, the appropriate response (press the key “K” with the right middle finger) 

was probably not as readily accessible for them as for the touch-typing participants. In this way, the 

ability to touch-type could have influenced the performance in the Negative priming task in the present 

study. As several theories have branched off from the Episodic Retrieval account, different 

explanations for the impact of the touch-typing ability are possible. For example, the theory of 

Transfer-(In)appropriate Processing (short, the TIP/TAP theory) also implies that a particular stimulus 

restores the processing operations that have previously been applied to it (Leboe, Whittlesea, & 

Milliken, 2005; for an overview, see Frings et al., 2014). In the attended repetition, this processing 

transfer would be appropriate (TAP) and lead to RT benefits. In the ignored repetition, this processing 

transfer would be inappropriate (TIP) and lead to interference and a reduction of response speed. The 

TIP/TAP theory focuses on the similarity between the encoding and retrieval of phases and is thus more 

specific than the Episodic Retrieval account, which relies on the retrieval of the relatively vague 

respond tags and do-no-respond tags (Frings et al., 2014). Many of the assumptions of the Episodic 

Retrieval account and the TIP/TAP theory overlap and the TIP/TAP theory would also postulate that a 

high memory load would interfere with the inappropriate processing transfer in the ignored repetition. 

Whatever theoretical approach might be best suited for explaining the impact of touch-typing, it is 

clear that the utilized NP task was too difficult for a part of the sample. The lack of familiarity with the 

finger placement seemed to obstruct the occurrence of the NP effect in some participants. There are 

several ways this could have been circumvented. For one, the block of training trials could have been 

prolonged to familiarize all participants with the key positions. However, this probably would not been 

an optimal solution, since it is unlikely that the performance level of the non-touch-typing participants 

could have been elevated to the performance level of the touch-typing participants, where the skill is 

probably hugely automatized. Additionally, and given that it was primarily a student sample, the non-
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touch-typing participants probably also had an established system of finger positioning and movement 

that they were familiar with34. This system might also have been automatized to a large degree, so that 

their individual system and the finger placement system that was required in the study probably 

interfered. Shiffrin and Schneider (1977) examined the effect of automaticity by letting participants 

judge whether a stimulus in a display-set matched previously learned stimuli of a memory-set. After 

over 2000 learning trials, the task was reversed. The former distractors became the targets and the 

former targets became the distractors. While the participants had reached a hit rate of about 90 % 

after 900 trails of the original task, they required about 2100 trials to achieve this hit rate after the task 

had been reversed. This finding demonstrates the cost of unlearning established stimulus-response 

mappings. For this reason, the extension of practice trials would not have been an economic 

countermeasure. Instead, it would have been more appropriate to utilize a neutral response system, 

like a separate response keypad. In future studies, a larger training block should be implemented to 

ensure that the stimulus-response mappings are suitably practiced and internalized. Additionally, the 

individual performance level in regard to the stimulus-response mappings could be assessed. In the 

present study, the participants completed 24 training trials of the Negative priming task. They received 

feedback if their response had been wrong or too slow. However, the training phase had a fixed length 

and was not dependent on the individual performance. It might have been beneficial to implement a 

threshold of speed and accuracy that the participants would have had to reach to proceed to the test 

trials. These are points that should be addressed appropriately in future Negative priming tasks. 

Notably, the selected tasks in this study enabled the simultaneous examination of selective attention 

and response speed and differed in the degree of difficulty. The Posner-Cuing task was a comparatively 

simple task, as it required only the detection of the target and not – as in the Stroop task or Negative 

priming task – the identification of the target in regard to differing stimulus dimensions. In the Posner-

cuing task, the participants had to react when the target appeared, regardless of what color it had or 

which letter it signified. While one response key was utilized in the Posner-Cuing task, two response 

keys were utilized in the Stroop task and four response keys were utilized in the Negative priming task 

(thus, the tasks ranged from one implemented stimulus-response mapping to four stimulus-response 

mappings). The selected tasks offered a scope of different dependent measures and degrees of 

difficulty, which increased the generalizability and interpretability of the response effects that were 

                                                           
34 It should be noted that it was assessed whether the participants used the German standard system of finger 
placement and positioning. This system is sometimes called “Zehnfingerschreiben” (translation: writing with ten 
fingers), “Blinschreiben” (translation: writing blindly), or “Tastschreiben” (translation: touch-writing). The direct 
English translation is “touch-typing”. Being able to touch-type is the goal of learning the German standard system. 
However, it was not directly tested whether the touch-typing participants indeed were able to touch-type in the 
true sense of the word. Yet, the internalization of the standard rules requires practice, and the findings support 
the notion that the touch-typing participants indeed were likely able to touch-type. As for the other participants, 
it should be assumed that they used individual typing systems and differed in the degree to which these systems 
had been automatized.  
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obtained for the cholinergic polymorphisms. However, it is a limitation of this study that the tasks did 

not allow to infer how the sequence of information processing might have been influenced by the 

cholinergic polymorphisms. In the next chapter, an alternative approach will be considered.  

 

Polymorphisms. The functional effects of the polymorphisms could only be inferred; this is a 

limitation of this study. In the next chapter, additional ways of evaluating neurotransmitter variations 

will be discussed. In future studies, it would be beneficial to utilize several of these ways to maximize 

the convergent validity.  

 

Sample. In future studies, it would be advisable to collect ethnic data. While the risk of 

population stratification was low (Steffens et al., 2006), it would be beneficial to preclude its possibility 

altogether. In addition, it might be useful to collect more data on the medical histories of the 

participants, particularly specific information about the current medication or the possible prevalence 

of psychiatric disorders. This is relevant, since disorders are associated with the dysregulation of 

neurotransmitter systems. In schizophrenia, for example, the dopaminergic system is assumed to be 

overactive (due to an elevation of the high-affinity D2 receptors; Seeman, 2011). Disorders can 

influence the performance in attention tasks; participants with schizophrenia generally display 

impairments in Negative priming tasks, for example (Frings et al., 2014). Given the frequencies 

provided by Bailer and colleagues (2008), it is of course not likely that a significant fraction of the 

participants of the present study suffered from schizophrenia. While about a fifth of the sample may 

have been affected by psychiatric disorders, those disorders must have varied and their effects should 

have been diverse, thus not unanimously driving the performance in the tasks. Nonetheless – and with 

the goal to reduce error variance in mind – it should be considered to collect data on the medical 

histories in future studies. 
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In sum, this dissertation provides further evidence for the impact of the dopaminergic system 

on selective top-down attention and the impact of the cholinergic system on response speed. This 

chapter will be focused on ways in which future studies might build on these findings. A different 

method of assessing response speed will be shortly discussed (subchapter 11.1). Furthermore, 

additional ways of approaching and manipulating the DA and ACh neurotransmitter systems will be 

detailed in subchapter 11.2 and 11.3, respectively.  

 

 

11.1. Disentangling response speed components 
 

 

It is a limitation of the present study that the Stroop task, Negative priming task, and Posner-

Cuing did not allow to deduce what component of the sequence of information processing might have 

been influenced by the cholinergic polymorphisms. In this regard, it is advisable to investigate the 

impact of the cholinergic polymorphisms through an electroencephalographic (EEG) approach. Due to 

their high temporal resolution, EEG measures allow to dissociate processes prior and after the stimulus 

onset. Perri and colleagues (2014) administered a go/no-go task to healthy participants and compared 

accuracy-matched subsamples who had displayed either a high speed or who had displayed a low 

speed. They reported that the fast group showed an elevated activity of the supplementary motor area 

even before the stimulus onset (as measured via the Bereitschaftspotential); this indicates different 

pre-stimulus baselines between the fast and the slow group. A higher response speed after stimulus 

onset was associated with the visual, event-related N1 and N2 potentials. In the fast group, both the 

N1 and the N2 components were characterized by larger amplitudes. Perri and colleagues described 

the neural path of a “speed system”, which encompasses the supplementary motor area, the late 

extrastriate area and the posterior parietal cortex. At the moment, it has not been determined what 

part of information processing is influenced by the selected cholinergic polymorphism and neither has 

it been determined whether the CHRNA4 rs1044396 polymorphism impacts on the same component 

as the CHRNA5 polymorphisms. Given the different distributions of the receptor subunits within the 

CNS, it cannot be precluded that the polymorphisms might act on different stations of the neural speed 

path that has been outlined by Perri and colleagues. An EEG study would greatly help to illuminate 

these two issues.  
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11.2. Alternative ways of assessing and manipulating the DA System 
 

 

The study of polymorphisms is a common way of examining naturally occurring variations 

within neurotransmitter systems, especially since many options that are viable in animal studies are 

not employable in human samples due to their invasiveness. In the present study, the functional effects 

of the polymorphisms could only be inferred. In case of the COMT Val158Met polymorphism, for 

instance, it was assumed that the presence of Met alleles is accompanied by higher prefrontal levels 

of DA (cp. Chen et al., 2004). In future studies, it would be worthwhile to assess neurotransmitter 

variations in multiple ways to further strengthen the validity of the results. Several of these methods 

will be shortly discussed.  

 

Methods of assessment. The most direct way of estimating DA levels in the CNS is through PET, 

though the downside of this approach lies no doubt in its costliness and invasiveness (Volkow, Fowler, 

Wang, Baler, & Telang, 2009; Jongkees, Hommel, & Colzato, 2014). A more indirect method has 

recently been introduced. DA that is released in the hypothalamus acts as an inhibiting factor for 

prolactin (von Bohlen und Halbach & Dermietzel, 2006). Reuter and colleagues (2007) utilized this 

effect by determining the blood plasma levels of prolactin in relation to the COMT Val158Met 

polymorphism and the ANKK1/DRD2 Taq1A polymorphism. They found the polymorphisms to interact 

on the mean prolactin levels. This study demonstrates that peripheral measures like the plasma 

concentrations of hormones can help to illuminate the effect of polymorphisms in the CNS. In 

comparison, taking a blood sample is still a relatively invasive and costly approach, however. The ability 

to discriminate colors can also be used as a dopaminergic marker. This approach is still new, but 

promising. In their overview, Jongkees and colleagues (2014) summarized that disorders that are 

associated with altered DA levels have been linked to impairments in color vision, especially of the 

blue-yellow type; this finding is all the more noteworthy as DA is highly concentrated in the amacrine 

and interplexiform cells of the retina (Witkovsky, 2004; Jongkees et al., 2014). Cocaine-dependent, 

recently deprived patients displayed reduced blue cone b-wave amplitudes and also had a significantly 

lower concentration homovanillic acid in their cerebrospinal fluid (Roy, Roy, Berman, & Gonzalez, 

2003; Jongkees et al., 2014). Since homovanillic acid is a DA metabolite, this suggests that reduced 

levels of DA are accessible by measuring the function of the blue-yellow color spectrum. It has been 

proposed that impairments in this color discrimination capability might be indicative of a 

hypodopaminergic state in the CNS (Roy et al., 2003; Jongkees et al., 2014). A study of Colzato and 

colleagues (2014a) provides further evidence for this assumption. In their study, the participants were 

tested in regard to color discrimination and also took part in a Simon task (Simon & Small, 1969). In 

the task, two acoustic stimuli were presented to the participants. One stimulus required a key-press 
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on the left side of the keyboard, while the other stimulus required a key-press on the right side of the 

keyboard. Via earphones, the stimuli were presented either to the left or to the right ear. The 

probability was equal for both locations; the location was wholly irrelevant for the task at hand. 

Nevertheless, RTs were faster and more accurate if the stimulus was presented at the same side as the 

required response (i.e., when a left-presented stimulus required a key-press on the left side of the 

keyboard). This consequence of stimulus-response compatibility is termed the Simon effect. The effect 

is presumed to be driven by the automatic activation of the response location by the stimulus location 

(Fischer, Plessow, Kunde, & Kiesel; 2010; for an overview, see Lu & Proctor, 1995). Colzato and 

colleagues (2014a) reported that participants with an impairment along the blue-yellow color 

spectrum displayed larger Simon effects, thus exhibiting less control in a response conflict task than 

participants with unimpaired blue-yellow color discrimination. In the study of this dissertation, Met 

allele carriers of the COMT Val158Met polymorphism and 10-repeat allele carriers of the DAT1 

polymorphism displayed a better performance in the Stroop task, which was reflected in smaller Stroop 

effects. It would be worthwhile to examine the link between impairments of blue-yellow color 

discrimination and the effects of both polymorphisms. It can be speculated that Val allele carriers not 

only display a worse performance in tasks of selective top-down attention, such as the Stroop task, but 

also display comparatively larger impairments in blue-yellow color discrimination. At this point, the 

link between color discrimination and the dopaminergic system is not yet well understood, however. 

In addition, Colzato and colleagues (2014a) reported merely a correlative finding; it is unclear whether 

the color discrimination capability truly reflected endogenous levels of DA (instead of the general 

efficiency of information processing, for example). Even if a link between the color discrimination 

capability and the dopaminergic system can be established, further questions remain unanswered. For 

example, retinal DA is released both in reaction to light and circadian rhythmicity (Witkovsky, 2004). It 

is unclear whether impairments in color discrimination are attributable to stable or transient 

hypodopaminergic states. Both could be the case. Comparatively lower levels of DA could be due to 

stable interindividual factors (like the presence of the COMT Val158 allele) or to more transient factors. 

Drugs that lead to an increased DA transmission (like cocaine) can cause a reduction in the endogenous 

DA release, for example (Weiss, Markou, Lorang, & Koob, 1992; Martinez et al., 2009). Since the levels 

of DA vary in the different brain structures and are not uniform, it is unclear what an impairment of 

color discrimination reflects. It would be interesting to include a color discrimination test in future 

studies of the COMT Val158Met polymorphism and DAT1 polymorphism. The test is non-invasive and 

might provide an additional way of assessing the DA system. At this point it cannot be recommended 

that the test replaces any other method of assessment, however. First, the correlates and possible 

mechanisms of the blue-yellow color impairment should be understood more clearly. 
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Methods of manipulation. Neurotransmitter systems can also be studied through external 

manipulations. Amphetamine, for example, has been administered to study the dopaminergic system 

in regard to working memory (Mattay et al., 2003), while nicotine, atropine or scopolamine have been 

administered to study the cholinergic system in regard to attention (Witte et al., 1997; Davidson, 

Cutrell, & Marrocco, 1999). The disadvantages of pharmacological challenges lie in their profound 

invasiveness and the need for a close medical supervision of the experiment. A less invasive method 

of manipulation has been established by Colzato and colleagues (2013), who tested the effect of 

tyrosine on the working memory performance of participants. Tyrosine is the precursor for the 

biosynthesis of catecholamines and can be supplied by food (Kuhar et al., 1999). The tyrosine 

hydroxylase enzyme catalyzes the conversion of tyrosine to L-DOPA, which in turn acts as the precursor 

of DA. This conversion is the rate-limiting step of the catecholamine biosynthesis (Kuhar et al., 1999). 

Employing a within-subjects design, Colzato and colleagues administered a tyrosine solution and a 

placebo solution to participants who had fasted overnight. The participants were tested in an n-back 

task with two conditions. In the less demanding condition (1-back), the participants had to indicate 

whether a currently presented letter matched the letter that had been presented in the previous trial. 

In the more demanding condition (2-back), the participants had to indicate whether the previously 

presented letter matched the letter that had been presented two trials ago. The performance in the 1-

back condition was comparable after tyrosine and placebo consumption. In the 2-back condition, 

however, the consumption of tyrosine increased the accuracy and the number of correct rejections 

while reducing the rate of false alarms. According to the authors, DA could be one of the cognitive 

resources that were depleted by the execution of the demanding task condition, so that the 

supplementation of tyrosine replenished the resource pool and increased the performance level. The 

results are similar to the one reported by Mattay and colleagues (2003), who administered 

amphetamine to participants and tested them in an n-back task. In this study, the effect of 

amphetamine was also dependent on the difficulty of the task. While Val homozygotes of the COMT 

Val158Met polymorphism benefitted from the drug at all levels of memory load, Met homozygotes 

were affected (i.e., impaired) only at the highest memory load condition. The effect of tyrosine 

consumption was also examined in regard to the performance in a go/no-go task35 (Colzato, Jongkees, 

Sellaro, van den Wildenberg, & Hommel, 2014b). In this task, the participants were required to indicate 

the direction of green arrows (which could point either to the left or right side), while withholding a 

response to arrows that underwent a color change from green to red after a delay interval. The average 

RTs in the go trials (where exclusively green arrows were presented) reflected the speed of the 

                                                           
35 A specific variation of the go/no-go task was administered: the stop-signal task. In a typical go/no-go task, 
stimuli either require a response or do not require a response. In a stop-signal task, the response-requiring go 
signal can change into a stop signal which indicates that no response should be made. Thus, the stop-signal task 
is a more demanding variant of the go/no-go task.  
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response execution. The average RTs in the no-go trials (where eventually red arrows were presented) 

reflected the efficiency of response inhibition. A response-dependent algorithm ensured that the 

participants inhibited the response in only about half of the no-go trials. As before, a within-subject 

design was employed. The consumption of tyrosine had no effect on the average response speed in 

the go trials. In contrast, tyrosine led to faster RTs in the no-go trials, therefore indicating a facilitation 

of response inhibition under increased DA transmission. Again, the authors speculated that additional 

tyrosine might have counteract the depletion of cognitive control resources in more demanding tasks 

conditions. They did, however, not yet take into consideration that there are four prominent DA 

pathways in the CNS (cp. chapter 2) or that these pathways – which target different brain regions – are 

intricately connected in different circuits (cp. chapter 7). In this regard, it is unclear how the elevation 

of the overall DA transmission affected the individual pathways. In future studies, the effect of tyrosine 

on cognitive parameters should best be pinpointed in regard to the affected brain areas. One way of 

achieving this could be the assessment of dopaminergic variants with high regional specificities. Thus, 

as a next step, the effect of tyrosine should be investigated in relation to the effect of dopaminergic 

variants, such as the COMT Val158Met polymorphism or DAT1 polymorphism. It has been proposed 

that a medium range of DA activity is optimal for the PFC function, while high and low levels of DA 

activity are detrimental for the PFC function (Goldman-Rakic et al., 2000; Mattay et al., 2003). There 

are indications that Val allele carriers are positioned at a less optimal section of this inverted-U curve 

(Mier et al., 2009), but can be shifted to a more optimal section through pharmacological 

manipulations that increase the rate of DA signaling, like the administration of amphetamine (Mattay 

et al., 2003). The consumption of tyrosine should have an analogous effect to pharmacological agents. 

Since tyrosine should increase the baseline level of DA transmission, it can be assumed that its 

consumption would be beneficial for carriers of the Val allele, but detrimental for the carriers of the 

Met allele. This conclusion was also drawn by the Colzato group (“Val carriers stand to benefit from 

[tyrosine] supplementation];” Jongkees et al., 2014, p. 2). To test the hypothesis, the performance of 

Met and Val allele carriers should be compared after the consumption of a placebo and after the 

consumption of tyrosine. A range of PFC-dependent tasks are suitable to study possible interactions 

between the COMT Val158Met polymorphism and tyrosine. In this dissertation, carriers of the Met 

allele outperformed Val homozygotes in the Stroop task by being disproportionately faster in the 

incongruent condition. If the Stroop task were to be replicated under the condition of either placebo 

or tyrosine consumption, it can be assumed that the performance level of Met allele carriers would 

decrease while the performance level of Val allele carriers would increase, as both groups should be 

shifted on their respective positions on the inverted-U curve (see figure 11.1). This finding would 

strengthen the evidence for the inverted-U curve hypothesis and demonstrate that the natural food 

component tyrosine can exert effects analogous to those of pharmacological manipulations (Mattay 
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et al., 2003; Tunbridge et al., 2004). It would also expand the findings of the Colzato group and show 

that effect of tyrosine is dependent on the interaction with stable interindividual factors. In addition, 

it would serve to generalize findings that have been obtained from tasks of working memory (Colzato 

et al., 2013; Mattay et al., 2003) and inhibitory control (Colzato et al., 2014b) to the domain of selective 

top-down attention. 

 

 

Figure 11.1:   The assumed relation between the level of DA signaling and the performance in the Stroop task 

(note that higher performance levels indicate smaller Stroop effects). The optimal range of DA 

signaling is depicted in grey. The graphic depicts the assumed position of Val allele homozygotes 

and Met allele carriers on the inverted-U curve between DA signaling and PFC function under 

the condition of either placebo consumption (A) or tyrosine consumption (B). Under the 

consumption of a placebo, the level of prefrontal DA should be significantly higher in Met allele 

carriers (Chen et al., 2004) and result in a higher performance level in the Stroop task; it stands 

to reason that the Met allele carriers are positioned at more optimal position of the curve 

(Mattay et al., 2003). In contrast, tyrosine should elevate the rate of DA transmission and thus 

have a disadvantageous influence on the performance of Met allele carriers and a beneficial 

influence on the performance of Val homozygotes. Tyrosine should lead to a shift of their 

respective positions on the curve so that the Met allele carriers are shifted outside of the 

optimal range and the Val homozygotes are shifted inside of the optimal range (also cp. Mattay 

et al., 2003). The graphic was created in reference to Mattay and colleagues (2003). 

 

The processing of tyrosine is dependent on the tyrosine hydroxylase enzyme, which is already close to 

saturation under normal conditions (Lü et al., 2009). Thus, the advantage of tyrosine administration 

lies in the direct manipulation of the dopaminergic system without the possibility of causing 

undesirable side effects (i.e., “overdosing” the participants). It future studies, it would be advisable to 

use multiple ways of assessing (and manipulating) the DA system, which would considerably increase 

the convergent validity and would further strengthen the interpretability of the obtained results. 
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11.3. Alternative ways of assessing and manipulating the ACh System 
 

Methods of assessment. In the present study, the attention and response speed effects of the 

selected CHRNA5 polymorphisms were dependent on gender; both polymorphisms exerted 

diametrically opposed effects in men and women. It has been speculated that these effects were due 

to interactions between the α5 subunit of the nAChR and the sex hormone and neurosteroid 

progesterone (cp. chapter 9). Consequently, the role of progesterone should be closely monitored and 

investigated In future studies of the two polymorphisms. This entails collecting data on the menstrual 

cycles of the female participants. The functioning of the nicotinic ACh system also appears to be 

significantly affected by oral contraceptives. It has been reported that the metabolism of nicotine is 

generally faster in women than in men, but also faster in women that took oral contraceptives than in 

women that did not take contraceptives (Benowitz et al., 2006). In future studies, it should be 

considered to match the female participants in regard to the phase of their menstrual cycle and in 

regard to the kind of oral contraceptive that is taken (if any). Furthermore, would be worthwhile to 

take blood samples from all participants to measure the plasma levels of progesterone. Likewise, it 

would be informative to devise an experiment in which progesterone is externally administered, so 

that the effects of this hormone on the selected CHRNA5 polymorphisms and response speed as well 

as attention could be directly investigated. The different venues of examining the link between the α5 

subunit und progesterone are depicted in figure 11.2. 

 

 

Figure 11.2.:  Recommended venues of studying progesterone effects on the α5 subunit of the nAChR and 

response speed. In future studies, the blood plasma levels of progesterone should be measured 

in all participants. It is also important to control for the effect of the menstrual cycle and the 

intake of oral contraceptives in female participants. These two routes would serve to specify 

the already existing, circulating levels of progesterone in the participants. The most illuminating 

route of studying progesterone effects would be the external administration of progesterone, 

as it would presumable shift the performance levels of the participants. For example, the 

response speed advantages of the male S/S_G/G diplotype carriers should either be attenuated 
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or entirely eliminated under the administration of progesterone (as their progesterone levels 

should become more similar to the levels of the female participants). It is assumed that a high 

rate of cholinergic transmission is beneficial at low levels of progesterone, while a low rate of 

cholinergic transmission is beneficial at high levels of progesterone. 

 

 

Methods of manipulation. Analogous to the investigation of the dopaminergic system through 

tyrosine, the cholinergic system can possibly be studied through the consumption of choline. ACh is 

synthesized by the enzyme choline acetyltransferase in a single step, through mediating the transfer 

of an acetyl group from acetyl coenzyme A to choline (Oda, 1999). Acetyl coenzyme A is produced by 

the glucose metabolism in the mitochondrion (Oda, 1999; von Bohlen und Halbach & Dermietzel, 

2006), while choline can be provided either from food – more specifically, the phosphatidylcholine 

group of phospholipids – or through the hydrolysis of ACh molecules (von Bohlen und Halbach & 

Dermietzel, 2006; Snyder, 1999). Early studies suggested that the food supplementation by choline can 

counteract some of the cognitive deficits that are experienced by patients of Alzheimer’s Disease 

(Cacabelos et al., 1992; 1996). In these studies, a daily dose of one gram choline was administered to 

the patients for a minimum of one month. The administration of choline has been studied mainly in 

regard to clinical samples or in the context of an age-dependent cognitive decline. There are indications 

that the consumption of choline improves the memory function after traumatic brain injuries (Wortzel 

& Arciniegas, 2012) and generally in elderly participants (Spiers, Myers, Hochanadel, Lieberman, & 

Wurtman, 1996; Alvarez et al., 1997; Sánchez et al., 2006; for an overview, see Secades, 2011), as well 

as improving the response speed of elderly participants (Bettini & Gorini, 2002; Secades, 2011). 

Fortunately, the administration of choline is quite unlikely to result in side effects. Secades described 

the tolerability of choline as “excellent” and the side effects as “rare” and “never severe” (2011, p. 47). 

All of the selected polymorphisms of this dissertation impacted on response speed. Open questions 

about their biological functionality still remain, though – for example in regard to their specific 

contributions to the neuromodulatory ACh system and the deterministic ACh system. To illuminate 

this question, the response speed of participants should investigated in a double-blind study with a 

within-subject, carry-over design. It would be advisable to test the performance in a series of tasks; 

most suitably the Stroop task, Negative priming task, and Posner-Cuing task, to achieve a maximal 

comparability and allow the replication of the results of this dissertation. After the consumption of a 

placebo, homozygous carriers of the CHRNA4 rs1044396 polymorphism should display the highest 

response speed. Likewise, it is expected that male carriers of the S/S genotype of the CHRNA5 

rs3841324 polymorphism and of the G/G genotype of the CHRNA5 rs16969968 polymorphism would 

display a higher response speed than their counterparts, while female carriers of these genotypes 

would be slower than their counterparts. The consumption of choline could impact on response speed 
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in a number of different ways. For example, it can be hypothesized that the response speed of all 

participants increases uniformly, conserving the relative positions of the homozygous rs1044396 T 

allele carriers compared to the heterozygous carriers and to the homozygous C allele carriers. The 

findings of Witte and colleagues (1997) provide a tentative indication for this assumption, since these 

authors reported that an elevated rate of cholinergic transmission overall led to reduced RTs. 

Alternatively, it can be hypothesized that the relative advantage of the rs1044396 T allele carriers 

increases even more when the level of cholinergic transmission is elevated. However, it is also possible 

that their advantage would collapse after the consumption of choline, because too high or too low 

levels of ACh signaling might exert detrimental effects. In fact, the relation between response speed 

and the level of ACh signaling might take the form of an inverted-U shaped curve, as has been reported 

for the PFC function and the level of DA signaling (Mattay et al., 2003). This assumption appears to be 

the most probable one and should be tested by administering different doses of choline. While low 

increases in the cholinergic transmission might improve the performance level of T allele homozygotes, 

higher increases might alleviate or reverse these effects. Inverted-U relations shaped relations 

between the dose of a substance and its direct effects are highly common. In fact, Calabrese and 

Baldwin (2001) concluded that “the most fundamental shape of the dose response is neither linear nor 

threshold but, in fact, U-shaped” (p. 285). Braida and colleagues (1996) reported that memory deficits 

in rats could be reversed by the administration of inhibitors cholinesterase (the enzyme which is 

responsible for the degradation of ACh); they specifically noted an inverted-U shaped response curve, 

with higher doses of the inhibitor leading to detrimental instead of beneficial effects. Similar diverse 

effects of choline consumption are also imaginable in the case of the CHRNA5 polymorphisms. While 

the outcome of such a choline study underlies speculation, it would most likely serve to illuminate the 

workings of the ACh systems and conducting it would therefore be highly advisable. 
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A1: the ADHD SR  
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Table A2. Gender frequencies of the COMT Val158Met 

polymorphism 

 COMT Val158Met  

 Val/Val Met+ 

male 13 36 

female 33 93 
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