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Chapter 1: Introduction and objective of the thesis

1.1 Introduction

The human brain is characterised by two apparently synualecerebral hemispheres.
However, the functions attributed to each half of tmain are very distinct. A relative
specialisation of the left hemisphere (LH) for langeidas been recognised since the lafe 19
century. Based on the data of aphasic patients, ssicl model” of language organisation in
the LH was developed. This model proposes a frontal “egpefsarea for planning and
executing speech and writing movements (Boca’s area, 186d)a gosterior “receptive”
area for analysis and identification of linguistic segysstimuli (Wernickes’ area, 1874). In
1874, Jackson proposed an alternative concept of functionalamatgoony of language which
included an important role of the right hemisphere (Fd¢kording to Jackson the RH plays a
role in non-propositional or automatic speech, whenmedke LH the automatic use of words

merges into a voluntary use of words.

In the mean time, a variety of methods have been emglao study hemispheric
specialisation for language. Patients whose corpus ualld®d been resected to prevent the
spread of epileptic seizures from one hemisphere tottier allowed researchers to test each
hemisphere in isolation. Studies on patients with bdaimage restricted to one hemisphere
gave insight into which language function the lesionedregias responsible for. In the past,
intracarotoid amobarbital anaesthesia, also knownea¥Vidda test, was a frequently applied
invasive method to define the hemispheric language dominanze tpriepileptic surgery
(Wada and Rasmussen, 1960). Most laterality researchedeasperformed on a behavioural
level, using techniques such as dichotic listening or visuditfiell presentation. The
processing capability of each hemisphere is describedrinstef reaction times and/or

numbers of errors in response to stimuli presenteceicantralateral visual field or ear.

In recent years there has been an explosion of rdsesmsing non-invasive neuroimaging
techniques to study language organisation both in patiedthesithy subjects. Studies using
these techniques have confirmed the role of the cladaigliage-related regions within the
LH; however, they have also suggested other important taspetanguage organisation in

normal adults. Firstly, language centres are not wedlsmscribed homogenous areas, but
rather consists of small, non-adjacent, focal sppscialised for specific components of
language (Schwartz et al.,, 1996). Secondly, language pragessiivates a widespread

cortical network, including not only the classic languageasr (Binder et al, 1997;

Gernsbacher and Kaschak, 2003).
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Chapter 1: Introduction and objective of the thesis

Nowadays, it is known that the LH is functionally sjdised for language processing in the
majority of right-handed men (Poldrack et al., 1999). A miebated issue however is how
language is organized in women as findings are rather ambigovasing a range between
predominant left and bilateral language organisation (Ftcast,e1999; Shaywitz et al, 1995).
It is supposed that this ambivalent picture of language aag@om in women might be
associated with changes in gonadal steroid levels in bloochgdiine menstrual cycle.
Unfortunately, behavioural studies do not present a qgbéeture (Heister et al., 1989;
Hausmann and Gulnturkin, 2000) and the number of neuroimaging sstisdiemited
(Veltman et al., 2000; Fernandez et al., 2003).

To the best of my knowledge there are no functionalrgimaging studies available
investigating: (1) the processing of linguistic informatioiially received in the specialised,
non-specialised or both hemispheres; (2) linking the #&dgocbrain activation pattern with
progesterone levels during the menstrual cycle.

1.2 Objective and Outline of the Thesis

The major objective of the studies presented in thisighgas firstly to investigate, using
event-related fMRI, different components of languagecgssing after presentation of
linguistic stimuli in the right visual field (RVF), leftisual field (LVF) and central visual field
(CVF). In a second step the effect of fluctuating progese levels during the menstrual

cycle on language processing was examined.

After presenting the framework and the outline of thisighén the present chapter (chapter
1), the second chapter (chapter 2) provides the theordiaedground. The chapter on
theoretical backgrounds contains two main parts. Thst fpart “functional cerebral

specialisation” starts with a broadly presentationfusictional cerebral specialisation as a
result of interhemispheric integration, and introdudes visual-half field technique as a
behavioural method to study hemispheric specialisatiora lsecond step we focus on a
specific cerebral lateralized function namely languagecessing. The neuroanatomical
networks associated with different components of langpageessing as well as factors that
might cause inter-individual variability in these netk®rare discussed. In addition some
hypotheses on the origin of language organisation aredinteal. The first part is closed by
bridging the gap between functional cerebral lateasibn and plasma progesterone levels.

The second part explains the basic principles of fundtiomegnetic resonance imaging

-13 -
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(fMRI). The various fMRI task designs are shortly déset as well as different steps of the
fMRI analysis conducted with SPM.

Chapter 3, chapter 4, chapter 5 present findings of my ARl fstudies. The visual

processing of linguistic stimuli after initial receptionthe left, right or both visual cortices is
reported in chapter 3. Chapter 4 includes findings of theegeirtg of language components:
phonology and semantics after initial reception of thguistic stimuli in the left, right or

both visual cortices. The results of the last study stigating the effect of changing

progesterone levels during the menstrual cycle on semamigpphonological processing are
presented in chapter 5. Chapter 3, chapter 4 and chaptertsesentdependent manuscripts
that will be submitted for publication in suitable journailach paper draft composes a
separate abstract, introduction, methods, results aswls#ion to provide the occasional
reader with the necessary information. To make reaafirggsingle chapter more convenient,

abbreviations are introduced anew in each manuscript.

In chapter 6, the major observations from the four presschapters and their implications are
summarized. In addition, a general discussion as welliggestions for further research will
be given.

The addendum includes the statistical analyses, to compatgeen studies for sex
differences.

-14 -
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Chapter 2: Theoretical background

2.1 Functional cerebral specialisation

There is little dispute that the human cerebral helneisgs are anatomically asymmetric.
Despite centuries of discussion, the precise natutbeofunctional asymmetry continues to
be debated. Where the LH is characterised as beinglvaradytic, and intelligent, the RH is
described as non-verbal, visuospatial, holistic, andiges@tiarrington, 1987).

2.1.1 Interhemispheric integration

Even though the human brain shows a functional latetain, in reality, most cognitive
functions are processed by both hemispheres, by a procaited interhemispheric
integration. This interaction is possible due to the sdveommissural fibre tracts, which
connect both hemispheres (Stephan et al., 2007).

Interhemispheric connections

The cerebral cortex contains the neural cell bodiad, the white matter beneath it contains
the axons which connect the different cortex areas amaal other as well as with regions
of the central nervous system. These connectionkroen as tracts or fasciculi (Latin
fasciculus = “little bundle”). The usual classificat of cerebral fibre tracts divides them into
three main categories (Brodal, 1981).

Projection fibres are fibre tracts linking an area efetral cortex to a lower structure. For
afferent fibres, the principal projections run upwards frtma projection nuclei of the
thalamus. Efferent fibres, on the other hand, run dowasven one of two separate systems,
the pyramidal tract and the extrapyramidal tract

Association fibres link one area of the cerebral cotbeanother within the same hemisphere.
Some are quite short, linking one gyrus to its immedraighbours, but others are longer,
linking regions to regions and lobes to lobes. The iittegf these pathways is vitally
important to the healthy brain because they integrateaitious sub-functions into a coherent
whole.

Commissural fibres are commissural fibre tracts (onpyy “commissures”). These are

connections between (a) the two cerebral hemispharéls) any pair of lateralized structures.
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Chapter 2: Theoretical background

Corpus callosum (commissura magna cerebri)

Being the largest commissural fibre tract in the bréia,corpus callosum plays the dominant
role in interhemispheric interaction (Levy, 1985; Hoptned al., 1994). The corpus callosum
appears late in phylogeny, as indicated by its presenceimmdiacental mammals, which
evolved more recently than other animals. Within theeiéal animals, the corpus callosum
complexity would appear to augment with increasing compl@fithe organism. The corpus
callosum appears late in the ontogeny, at about the 4hsgestation (Rakic and Yakovlev,
1968). The myelination of the corpus callosum progressedysénd, in humans, approaches
adult levels only in puberty (Yakovlev and Lecours, 1967). @bigeelopment of the corpus
callosum may be mirrored by reductions in its size in dgedans (Cowel et al., 1992),
consistent with the notion that later developing stmed are more vulnerable to functional
loss (Jackson, 1958).

Most callosal fibres connect homologous regions oftte hemispheres (homotopic fibres),
although there also are connections between non-homdaameas (heterotopic fibres). The
callosal heterotopic connections of a particular cortéicah are made with regions which on
the ipsilateral side have associated connections Witharea, though usually not with all of

such regions (Hedreen and Yin, 1981).
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pre!::entral pns_tcentral
ayri ayri

posterior parietal

premaotor
uperior temporal

inferior
temporal

orbitofrontal
Fig 2.1: Topography of th
corpus callosum
(http://spie.org/).

medial and

lateral fronta occipital

The corpus callosum typically is divided into five paitsrostral to caudal order: rostrum,
genu, truncus, isthmus, and splenium (see Fig 2.1). Studiedlagat connections (Pandya
and Seltzer, 1986) have revealed a well-ordered topographsomegicallosal fibres cross in
the rostrum (medial and lateral frontal regions) andugéorbitofrontal regions). In the
truncus of the corpus callosum the premotor and supplerngemiator fibres of the frontal
cortex cross just posterior to those of the prefroata. Connections between the temporal
lobes cross still further posterior in the isthmus aol@érsum. The regions of the occipital
cortex are connected by fibres which cross solelyarsfiienium.

The axon density in the corpus callosum, which is reladdtie level of myelination and the
axonal diameter, is region dependent (LaMantia andcRaR90; Aboitiz et al., 1992). The
small, most non-myelinated axons are most frequegeinu and splenium, but hardly found
in the posterior part of truncus; whereas the large, ingteld axons have the highest

concentration in the posterior part of truncus and lowestentration in genu and splenium.
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Chapter 2: Theoretical background

The level of myelination is also region dependent incihius callosum: in genu about 20%

of the axons are unmyelinated, in truncus and splenium &86ut

The large majority of callosally projecting neuronshably exert a direct excitatory action on
neurons of the contralateral hemisphere, using gluta(@dtg and/or other excitatory amino
acids as their neurotransmitters. Postsynapticatigy tact on both N-methyl-D-aspartate
(NMDA) and non-NMDA receptors. Monosynaptic excitatpigstsynaptic potentials (EPSP)
are the most frequent response elicited by callosalaticn. These EPSP are frequently
accompanied by long inhibitory postsynaptic potentials RP)P?Svhich are supposed to be
mediated by local inhibitory interneurons as part ofemlferward inhibition circuit (Toyama
et al.,, 1974). A small number of callosally projecting oesrhave different physiological
properties. It has been proposed that this populatioewons could have inhibitory effects
by using -aminobutyric acid (GABA) as neurotransmitter (Conti Mahzoni, 1994).

Other commissural fibre tracts

The corpus callosum is the largest link between the drabmispheres, but is assisted by:
(a) the anterior commissure (or commissura rostrafisgiencephalic commissural tract
situated just anterior to the thalami, over the oplimsm; (b) the posterior commissure, a
midbrain commissure situated just anterior to the tec{ajrthe commissura hippocampi (or
commissura fornicis), which connects the hipocampi of bethispheres; (d) the commissura
habenularum, connecting of the habenular nuclei of lemithalami; and (e) the massa
intermedia, a variable connection between the twiamhia masses across the third ventricle
which is absent in about 20% of human brains (Brodal, 1981).

Mechanism of interhemispheric integration

Currently, three major theories on interhemisphentegration mechanism exist. The first
theory is based on the notion of “information traris{@offenberger, 1912). Asymmetrical
information transfer supposes an asymmetrically enhainé@anation transfer from the non-
specialised to the specialised hemisphere to ensure niwstrnefprocessing (Barnett and
Kirk, 2005). Support for this hypothesis was provided by animalesy@ures and Buresova,
1960), by behavioural studies both with split brain patieamd with healthy volunteers
(Gazzaniga, 2000; Marzi et al, 1991), but also by fMRI stu@ésphan et al., 2007). In this
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context, information is asymmetrical transferred irhbditections with the asymmetry degree

related to the degree of specialisation of one hemispher

Secondly, interhemispheric inhibition mediated by mutohibition between two homotopic
brain regions as a general principle of brain functicas viirst proposed by Kinsbourne
(1970). From this view, specialisation of one hemispheegjisvalent to its being superior in
suppressing the opposite hemisphere. Although interhemispghbibition has been found
mainly for motor (Meyer et al., 1995) and visuospatial tgslsk et al., 2000), Kinsbourne
suggested that it might underlie all lateralized processekiding language. Even though
inhibition models predict that interhemispheric conmectstrengths should be negative in
both directions. This does not necessarily mean, heryévat two areas that affect each other
by interhemispheric inhibition show decreased actiRggional activations can coexist with
interhemispheric inhibition if other (e.g. intrahentispic) inputs to the area of interest are

positive and dominant in magnitude.

A third possible interhemispheric integration mechangmcerns hemispheric recruitment.
Banich and colleagues showed in behavioural experimentshératspheric recruitment
occurs as a function of computational complexity an@nétinal demands of the task
performed (Banich, 1998; Belger and Banich, 1998; Weissman amdhB£000). To test
this hypothesis a task was developed by Banich and Belger (18a0)s task participants
are required to match letters either within a singleisphere (within fields) or between
hemispheres (across fields). Numerous studies (Banich, B388er and Banich, 1998;
Weissman and Banich, 2000) with neurological intact individi@iad for that for complex
tasks such as name matching (e.g. “A” and “a”) performandaster and more accurate on
across-field trials compared to within trials, reflagtithe advantage of interhemispheric
division of labor.

The visual half-field technique

An overall problem when studying the functional speaaiism of one hemisphere is how to
isolate it. On one hand both hemisphere are corhdayeseveral commissures and are
continuously interacting, on the other hand our sens@tgs is bilaterally represented in the

brain.

Studies on patients with either partial (lobectomy andiofes) or completely
(hemispherectomy) disabled hemisphere, gave insight inichviunction the lesioned region
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was responsible for. Split brain patients whose corplisscan had been resected to prevent
the spread of epileptic seizures from one hemisphetigetother allowed researchers to test
each hemisphere in isolation. In the past intracat@oiobarbital anaesthesia, also known as
the Wada test, was often applied to explore preoperéanguage lateralisation in case of
epileptic surgery. The procedure, first described by Wadad@\and Rasmussen, 1960),
consists of unilateral injection of sodium amobarbitabo the internal carotid, which
temporarily anaesthetizes the hemisphere ipsilateralthe injection site. While one
hemisphere is anaesthetized, cognitive functions of hdmmisphere contralateral to the
injection site can be tested. After the effect &f #naesthesia has dissipated, the process is

repeated with the other hemisphere.

The problem with patient studies is that one must et to the fact that following brain
damage a reorganisation of the brain might take place fdictional cerebral specialisation
for language processing, can also be studied in healthy sub@ots behavioural methods
such as dichotic listening or a visual half-field presdmtatBoth techniques are based on the
observation that the hemisphere controlling languageoie efficient than its counterpart in
recognizing and reporting linguistic stimuli. During a dichdistening task, stimuli, most
commonly consonant-vowel syllables or monosyllabic woads presented simultaneously to
the participant via ear phones and the subject hasptrtrwhat he/she has heard. Although
there is a bilateral projection of auditory informatiom the cortex, the contralateral
projections from each ear override ipsilateral priges, so that the left ear has better
communication with the RH, whereas the right eargragerential access to the LH (Kimura,
1967). To determine language lateralization, a lateraldgx, using the formula [(right ear -
left ear)/ (right ear + left ear)] x 100, can be computedthe number of correct stimuli
reported for each ear, where a positive index indicaggs ear advantage, and a negative
index indicates left ear advantage. With bilateral languageesentation no ear advantage or
only a weak ear advantage is observed. Comparisons dretehotic listening and Wada
have yielded a concordance ranging from 80 to 95 percent (felmaand Smith, 2000;
Strauss et al.,, 1987). Similar results have been obtafiren studies investigating the
relationship between ear advantage and fMRI findingseadthy subjects (Hund-Georgiadis
et al., 2002) and epileptic patients (Fernandes et al., 2006).
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The technique

Visual half-field presentation involves the presentatdrstimuli in the LVF or RVF for a
very short time (about 200 ms) (Fig 2.2). This duratiochissen to minimize the possibility
of saccadic eye movements. During the presentatidaterfalized stimuli, the gaze of the
participants is fixated on a centrally presented fixatioyss. This technique takes advantage
of the crossing of the nasal optic fibbers in the optiasma. Thus, stimuli presented in the
LVF or RVF are initially processed in the contralatenaimisphere (Bourne, 2006). The
processing capability of each hemisphere is describedrinstef reaction times and/or
numbers of errors in response to stimuli presented ircoimtralateral visual field or ear.
Comparable with the dichotic listening task a laterafidex can be assessed. The prediction
is that individuals with LH language dominance will sholRdF advantage (RVFA) for a
visual half-field task. People with RH language dominamtgleshow the reverse advantage.
A study by Hunter and Brysbaert (2008) compared data ofrd aad picture naming task
using visual half-field presentation with a word generatiask in the nuclear magnetic
resonance (NMR) scanner. The results revealed a timkedietween the VHF advantages and

individual language lateralization.

3300 ms

200 ms

Fig 2.2: Example of the visual half-field presentation used i@ thesis.
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Anatomical background to visual half-field technique

The visual system is part of the nervous systemtdtpmnets the information from visible light
to build a representation of the world surrounding the body

Light entering the eye is refracted as it passes thrthugltornea. The light then passes the
anterior chamber and enters, through the pupil, thevitwese it is focussed. The cornea and
lens act together as a compound lens to project, dfeedight passed vitreous body, an
inverted image onto the retina (Fig 2.3a and Fig 2.3b).

Choroid

Sclera

object
i ins

Cornea
lens

Anterick

chamber ! { SN Fovea

retinga

Vitreous body
oplic nerve

cormea

Optic nerve

Ciliary body

Fig 2.3e (left): Sagital section of the human adult eye (Modified nfro
http://webvision.med.utah.eduBig 2.3b(right): The image projected onto the retina is inverteg du
to the optics of the eye (http://en.wikipedia.org).

The retina consists of a large number of photorecepétis which contain a particular
molecule: opsin. In humans there are two types of opsiasopsins and cone opsins. Either
opsin absorbs a photon and transmits a signal tocéflethrough a signal transduction
pathway, resulting in hyperpolarisation of the photorearepRods and cones differ in
function. Rods are found primarily in the periphery & thtina and are particular sensitive to
light. Cones are primarily found in centre or fovedhsf retina. The main role of the cones is
to distinguish details as well as colours. In factereme three types of cones that differ in the
spectrum of wavelengths they absorb; a first type abstwns wavelengths (or blue light), a

second type middle wavelengths (or green light), andstdne long wavelengths (or red
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light). Together with opsin, another light-sensitiveletule is found in the photoreceptor
cells, retinal. In the presence of light the retimalecule changes configuration that causes a

catalytic reaction and as a result a nerve impulgengrated (Goldstein_1997).

Besides photoreceptor cells the retina consists of fdweranain types of neuronal cells
which synapse both among each other and onto photooeasiis: the horizontal cells, the
amacrine cells, the bipolar cells and the ganglion .c@llee photoreceptor cells synapse
directly onto bipolar cells, which in turn synapse ogémglion cells of the outermost layer.
The horizontal cells and amacrine cells transmit in&diom laterally; the horizontal cells
connect the photoreceptor cells with each other, whettea amacrine cells link with the
ganglion cells. The processing in the retina includesfohmation of receptive fields of
bipolar and ganglion cells, as well as convergence awergince from photoreceptor to
bipolar cell. Finally different populations of ganglionlsesend information to the brain: M
(magnocellular)-ganglion cells, with large receptivelds that are sensitive to depth,
indifferent to colour and rapidly adapt to a stimulus;pBr¢ocellular)-ganglion cells, with
smaller receptive fields that are sensitive to colmd shape; K-ganglion cells, with very
large receptive fields that are sensitive to colouriaddferent to shape or depth. The axons
of the ganglion cells convergence at the blind spot, amd fbe optic nerve (Fig 2.3a and Fig
2.3b).

The optic nerves from both eyes meet at the opticsohiat the base of the hypothalamus of
the brain (Fig 2.4). At this point the fibbers of the h&samiretinae cross, whereas the fibbers
of the temporal hemiretinae, covering a small regiotine centre of the field of view project
ipsilaterally. Information from the RVF travels in thedt optic tract. Information of the LVF
travels in the right optic tract. Each optic tramtntinates in the lateral geniculate nucleus in
the thalamus. The lateral geniculate nucleus consistsixofayers. Layers 1, 4, and 6
correspond to information from one eye; layers 2, 3,5a00rrespond to information from the
other eye. Layer one contains M-cells, which corredpda the magnocellular cells, whereas
layer 4 and 6 connected to the parvocellular cells @bipposite eye. By contrast layers 2, 3
and 5 connect to the magno- and parvocellular celleeofpsilateral side. In between the six
layers are smaller cells that receive informatiamiithe K-cells in the retina. A small part of
the fibbers of the optic tract travels to superioricolus, controlling eye movements.

The optic radiations carry information from the lateganiculate nucleus to the primary
visual cortex. A distinctive feature of the optic rduhas is that they split into two parts on
each side. One part (also called "Meyer's loop" or "Anabault's loop™) must pass into the
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temporal lobe by looping around the inferior horn of kteral ventricle, whereas the other

part travels straight back to the to the visual cof@nidstein, 1997).

Fig 2.4: This image schematically represents the optic pathways éach of the 4 quadrants of
view for both eyes simultaneously (LUQ = left visual hadfldi upper quadrant; LLQ = left visual
half-field lower quadrant; RUQ = right visual half-fielgpper quadrant; RLQ = right visual half-
field lower quadrant; L = left eye; R = right eye) (hgn.wikipedia.org).

2.1.2 Functional imaging of language processing in the brain

Human communication uses a variety of signals, includipgech sounds and written
symbols, but also gestures and facial expressions. “Lgefuafers to any system of
communication involving arbitrary representation of infatimn which enables us to describe

our external environment and abstract thoughts (Price, 2000).
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Components of Language processing

The effective use of language requires the interactioseasory input and motor output
systems, as well as more central components. Theigaincentral components required for
language are orthography (analysis of visual word forms)ngdbgy (the analysis of word
pronunciation) and semantics (the analysis of word meanBg)sory input can be via
auditory processing (for spoken words), visual processing Wfitten words), or tactile
processing (Braille). Motor output enables the expressi@oncepts via articulation, writing,
singing or drawing; it can either be self generated ésponse to internally generated
thought) or stimulus driven (e.g. in response to writteheard words) (Price, 2000).

Orthographic processing

Perceptual processing of written symbols has been studieg dsferent kinds of stimuli
such as unfamiliar, letter like characters “false sonsingle letters, non-words (letter strings
with no phonological representation), pseudowords (lestengs with a phonological
representation) and words. Although the calcarine coaiex adjacent medial occipital
extrastriate regions are activated by printed word stimutontrast to non-visual stimuli,
their activation has been interpreted as represenéirly eisual information processing and
has not been associated with language processing. Supportbis faew has been found in
the observation that activation of these visual areas doediffer between orthographically
familiar and non-familiar character strings (Indefegyal., 1997; Petersen et al., 1988; Price et
al., 1994).

Using fMRI, a specific letter processing area in the p@sterolateral fusiform or inferior

occipital gyrus was observed by Puce et al. (1996). Tiber Istimuli, which consisted of

unpronounceable consonant strings, were contrastedfaeiéis and visual textures during a
passive viewing paradigm. Studies using contrasts betweensleind false fonts have
yielded no clear consensus, with some showing activaliiberences in this region (Pugh et
al., 1996) and others showing no differences (Indefrey,et1387).

In addition, Fujimaki et al. (1999) have shown that c@xplisual forms such as letters and
pseudocharacters activate the occipital-temporal sudeuk the posterior inferiortemporal
region bilaterally. These regions thus play a rolehm e¢arly processing of visual linguistic

stimuli.
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Beyond orthographic processing, it has been proposed that Mgpastic input is translated
into phonological form (e.g., Xu et al. 2001). Regions in anound Wernicke’'s area,
including the supramarginal gyrus and the angular gyrus, baea implicated in this
process, both with regard to being “word-form centrespéeially regions in and near the
angular gyrus; Small et al. 1996) and/or being respongbléhe actual translation process.
Based on data of neuroimaging experiments (Jobard e204l3) and neuropsychological
observations of patients with pure alexia (Cohen et 28l03), an area located in the
midportion of the left fusiform gyrus was proposed tdaielled the Visual Word Form Area
(VWFA) (Cohen et al., 2000, 2002, 2003 and 2004; Dehaene et al., 2001, rRDQDCA).
The VWFA responds to words more than to other contrapss such as checkerboards or
strings of consonants (Cohen 2002), and shows invarimnceate change (Dehaene et al.,
2001 and 2004). In children it shows a growing responsivity ametidm of increasing
expertise in reading (Maurer et al., 2006; Shaywitz e802). Vinckier et al. (2007), using
fMRI, was able to detect a high degree of spatial andtifurad hierarchical organisation,

with a posterior-to-anterior gradient as a functiostoulus complexity in the VWFA.

There remains some debate on the former issue. Assdraonflicting studies of visual word
processing (Petersen et al. 1990, Price et al. 1994, Pughl®968} Price and Devlin, 2003
and 2004), suggest that whereas the brain regions involved iesgnog particular aspects of
the linguistic stimulus have been identified, there dudsyet appear to be any evidence of a
specific word-form processing region. However, Polk aramak (2002) conducted an
experiment in which participants read alternating casgsvand pseudowords. These stimuli
produced similar patterns of activation in the left-vaehtvisual cortex, suggesting the
presence of a word-form area that pays attention twaab®rthographic patterns rather than
strictly perceptual components of visually presented language

Phonological processing

To isolate the brain regions associated with phoncédgirocessing from those specialised
for semantic processing, psychological tasks have beeagnddsthat focus attention on a
particular characteristic of the stimulus. The problenthig kind of paradigm is that once an
experiment introduces a task that requires an attentionaolding strategy, also other, non-

phonological processes (e.g. attention, verbal menebey), will be involved.
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When considering processing of phonological tasks twaondtstegions of the inferior frontal
cortex appear to be involved: the left frontal opercu(@anound the anterior insula and BA45)
and a more posteriordorsal region of the inferiontab gyrus near the premotor boundary
(BA 44/6). The left inferior frontal operculum is actigd when phoneme detection tasks are
contrasted to fixation, when phonetic judgements are raadesually presented words, and
when listening to words passively is contrasted to heaewvgrsed words (Price et al.,
1996b). Consistent with these findings, activation was dounthe left frontal operculum
when phonetic judgement tasks were contrasted to passienig (Zatorre et al., 1996),
suggesting a fundamental role in phonemic perception. Howelese findings do not
explain why activation is not always detected in the ftental operculum for passive word
listening contrasted to silence (Price et al., 1996b). Powsibility is that during silent
conditions, the left frontal operculum is engagedhimer speech and auditory verbal imagery
(McGuire et al., 1996). The more posterior dorsal regibthe inferior frontal cortex has
been observed for phoneme processing relative to passieaing (Zatorre et al., 1996),
relative to semantic decisions (Démonet et al., 1994)raladive to non-verbal visual tasks
(Paulesu et al., 1993).

Several studies have also demonstrated left lateralizedilateral activation of the

supramarginal gyrus for pseudowords relative to real wdrdsg et al., 1996a; Rumsey et
al., 1997) as well as for some phoneme-processing tasksbaih heard words and non-
words. It is hypothesized that the left supramarginaugymight allow verbal short-term
storage (Paulesu et al., 1993) or orthographic-to-phonologaadlation (Price, 1996a), but
neither explanation accounts for all the available.data

Semantic processing

Functional imaging studies have employed a wide rangsepfantic tasks (e.g. semantic
category decision on single words (Binder et al. 1995)dwgeneration (Shaywitz et al.,
1995) and picture naming (Bookheimer et al.,, 1995). Comparisothede studies is
complicated by the fact that these different tasks baes used in combination with different
control conditions including linguistic and non-linguistiavaili. Nevertheless, together these

studies implicate a number of regions in the performari¢asks involving word meaning.

Activation associated with such tasks has been strdaigsalized to the left hemisphere. The
most consistently activated region was the inferiopteral area. Activation was observed for

-28-



Chapter 2: Theoretical background

a semantic task contrasted to a phonological conts&l ({@ugh et al., 1996), as well as for a
semantic task relative to the non-linguistic task ofingaa tone (Démonet et al., 1992). This
area is situated strategically between visual, auditorysamatosensory centres, making it a
reasonable candidate for a multimodal “convergence’ amealved in storing or processing

very abstract representations of sensory experiert@ard meaning.

In most studies on semantic processing the prefrontahcof the superior frontal gyrus was
consistently activated (Démonet et al., 1992; Binderl.et1897; Pugh et al., 1996). This
region includes the medial aspects of BA 8 and BA 9. Laygukeficits associated with a
lesion in this region suggest an impairment involving seffation of language (Rapcsak et
al., 1994). Binder and Price (2001) hypothesized that this kegian initiates the process of
semantic information retrieval. That this area isvatéd by semantic, relative to phonologic
knowledge retrieval tasks, indicates either a specife iroinitiating retrieval from semantic

stores or that semantic knowledge retrieval makes strodgmands on the initiation

mechanism than does phonologic retrieval.

Activation of the middle and inferior temporal gyrustbé LH is less consistent and appears
to be more dependent on specific stimulus characteriafic task requirements. Whereas
imaging studies using visual stimuli found activation in botiddle and inferior temporal
gyrus for the semantic relative to phonologic tasks (Petghl., 1996; Price et al., 1997).
Functional imaging studies demonstrated that activadibrthe left middle and inferior
temporal gyrus depends partly on the semantic categsogiated with the stimuli (Damasio
et al., 1996). This evidence of category-specific organizatidghe ventrolateral and ventral

temporal lobe strongly suggests the presence of concegtrdgresentations in this region.

Involvement of the left inferior frontal gyrus in semig processing has been a topic of
considerable debate (Démonet et al., 1992; Petersen @i988). The left inferior frontal
gyrus is consistently activated during word production taskde(Ben et al., 1988) and
activation of this area was also observed in studieshMimgp semantic tasks (mostly
categorization tasks) contrasted with non-linguisticcgetual control tasks (Kapur et al.,
1994; Demb et al, 1995). Most of the studies employing phommalogontrol tasks failed to
show differential activation of the left inferior fital gyrus. One explanation is that left
inferior frontal gyrus (particularly BA 44/6) activatiaeflects phonological or verbal short-
term memory demands of the word generation and compriehetasks employed in these
studies (Paulesu et al., 1993; Démonet et al., 1992). Anexpéanation for the activation in

-29.-



Chapter 2: Theoretical background

this region is that this activation reflects more gahéask demands related to linguistic

knowledge retrieval.

A final region implicated in several semantic taskghs cingulate cortex and precuneus.
Although interpretation of these findings is unclear, pafrtthis region coincides with
retrosplenial cortex (Vogt, 1976), which has connectionsth wihippocampus,
parahippocampus and anterolaterodorsal thalamus (Suzukinaauchl, 1994; Sripanidkulchai
and Wyss, 1986). This connectivity pattern suggests involveofethie cingulate cortex in
memory functions (Rudge and Warrington, 1991). Cingulate aictivanay therefore be
related to memory-encoding processes that accompanysenask performance (Craik and
Lockhart, 1972). This could also account for activatioreoked in the left parahippocampus
and hippocampus, structures closely tied to episodic mesegding (Binder and Price,
2001)

Role of the right hemisphere

As discussed before, the majority of language functioes processed in the LH. The
occurrence of structural damage to these language gpeally results, in the adult brain, in
location related language disorders. For the recoveoyn fsuch lesions, enhanced
participation of the RH has been demonstrated as possaftdanism (Musso et al. 1999;
Voets et al., 2005). However recovery from aphasia ofegnains incomplete and severe
persisting disturbances are not uncommon. This situasomadically different when

corresponding brain insults occur prenatal or during tise¢ years of life. Affected children

usually do not develop persistent aphasia even in casesxensive LH lesions (Vargha-
Khadem et al., 1985) or left hemispherectomies (Mutel.,e132). So in case of LH lesions
during the first years of life, the undamaged RH is ableéake over language functions.
Imaging studies showed that in patients with early Lisha@ge, RH recruitment for language
occurs in brain areas homotopic to the LH regions wealin language processing under

normal circumstances (Staudt et al., 2002).

Apart from taking over -partly- language function after deimage, a body of research has
demonstrated specific RH linguistic abilities. Studiesedlthy subjects as well as patients
with lesions in the RH highlight the RH’s crucial rafethe prosodic aspects of expressive
and receptive language (Pell, 1999 and 2006; Buchanan et al., R8289)dy, the “melody of
language”, encompasses those alterations in pitch, ,s@ess rhythm that allow us to
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communicate meaning. Without prosody our articulation somm®tonous and robotic. The
RH is also associated with non-propositional speehbis fbrm of spoken language involves
verbalizations that neither involves generation of me@as, nor the processing of such ideas
into original, grammatical utterance (e.g. nursery rhy(@®de, 1997; Ryding et al., 1987).
By testing split brain patients Zaidel (1978) and Bayned. 1992) demonstrated that the
disconnected RH possesses receptive language abilitiesisamépable of linguistic
comprehension. Functional imaging research has corfirtingt in comparison to the LH
similar regions of activation occur in the RH. Thghtiinferior frontal gyrus is active during
the processing of abstract words and detection of enadtmontent in speech. The middle
and superior frontal regions have shown activation dws@mgantic decisions tasks. The right
temporal regions are also associated with the processinprosody (Gernsbacher and
Kaschak, 2003-91).

A study by Fedio et al. (1997), using intracarotid injecodmmobarbital, has demonstrated
that while the hemispheres interact in the procgss semantic and orthographic
information, the isolated RH is incapable of processihgnplogical information. These
findings were confirmed by clinical data (Rapcsak et1#91; Chiarello and Church, 1986;
Zaidel and Peters, 1981). Although the evidence above iedicdtat the RH lacks
phonological processing capability, functional imagiagearch suggest that there might be a
gender difference in the functional organization of phion@ocessing. Shaywitz et al. (1995)
found differences in the activation associated witthyme task. Whereas males showed
activation that was strongly left lateralized in timderior frontal gyrus, females showed
bilateral activation in this region.

Inter-individual variability of language lateralization

Variability related to handedness

The available data on the relationship between hand pnetesnd hemispheric specialisation
for language are supplied by clinical data and recentlydoyaimaging studies. An analysis
of clinical cases with unilateral brain damage found 86-99%gbt-handers to have a left
hemispheric lateralization for language (Bryden et #083). Using the carotid amytal
infusion test, similar results were reported in epiepatients (Rasmussen and Milner, 1977)
and in individual with normal angiograms (Rossi et al., 19@Mereas the incidence of left

hemispheric dominance for language in right-handed individagisobably as high as 95%,
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left handers are more likely to have language contrdliethe RH. Rasmussen and Milner
(1975) reported only 70% of left handers having left hemisplenguage lateralization, 15%

having right hemispheric dominance for language and 15% havirgtarai representation.

More recent functional imaging research estimates hghispheric language dominance in
8-10% of left handers (Pujol et al., 1999; Szaflarski.e28i02), rising to 27% for strong left-

handed individuals (Knecht et al., 2000).

Variability related to gender

Gender has also been proposed as a cause of variat&omgurage lateralization. In particular,
it has been suggested that females have bilateral rapagsa of language function, whereas
males have a more left lateralized language organizaGom ét al., 2000). Such a theory
would help to account for following observations; languagpairments are following stroke
are less frequent in females (Kimura, 1983); and developimamntareading disorders are
twice as common in male children as female childreanféry et al., 2000). However as
Sommer et al. (2004) point out, such observations ofiér imdirect support for decreased
language lateralization in women and functional imagesgarch is needed to directly access
cortical language representation. Sommer et al. (2004) foautkdeir meta-analysis of 14
functional imaging studies no significant difference wesn genders in language
lateralization. So why do some studies find a decreasexlization pattern in females (Gur
et al., 2000, Shaywitz et al., 1995; Kansaku and Kitazawa, 2@@fed et al, 1998) and
others not (Sommer et al., 2004; Frost et al., 1999)? HBoeeghancies may reflect differences
in hormonal state between the female populations testemss both functional imaging
(Fernandez et al., 2003) and behavioural research (egfeHet al., 1989; Rode et al., 1995;
Hausmann and Gunturkin, 2000) it is demonstrated that pattelsigralization in females
are cycle dependent. Examining the role of the menstrudé¢ @hase in future studies on

gender differences should provide a more consistent gictur

The origins of language lateralization

In the following section some models of the origim&i@mispheric lateralization, focusing on
language, will be presented. These models are oftenimied to language. In fact
hemispheric specialisation for language seems not independent of the lateralization of
other cognitive functions (e.g. spatial processing) (Héeaeh, 1981; Zatorre et al., 2002).
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Thus, better understanding of hemispheric lateralizdtiotanguage could provide important

clues to brain organization in general.

Evolution of brain size

During the course of evolution brain size increased, remuaibetter use of the intra-cranial
space, resulting in cortical folding (Zilles et al., 1989¢mispheric specialisation can also be
considered as another way of sparing space. From a phylmgpomt of view symmetry is
one of the principles of neural development. The presefiveo hemispheres is related to the
global symmetry of the body. On the level of primangtor processes and perception the
necessity of functional separation of both hemisphisreiear. However integrated processes
such as semantic processing are not directly tied to bgaynetry. It has therefore been
proposed that hemispheric specialisation developed becdube dack of space and the
uselessness of symmetry for high level functions, bictv language is one (Gazzaniga,
2000).

Anatomical asymmetry of the planum temporale as a basis to metional cerebral
asymmetry for language

A first study on the anatomical asymmetry of the ptartemporale was done by Geschwind
and Levitsky (1968). The planum temporale is a structwa&tdal on the posterior surface of
the temporal lobe. It is also part of a region whiaien lesioned, leads to Wernicke’s
aphasia (Wise et al., 2001). Geschwind and Levitsky foungdlémem temporale to be larger

on the left in 65 of 100 postmortem brains. Consequenty, shipposed that this asymmetry
in favour of the left was an anatomical marker of k¢ hemispheric specialisation for

language. Later, considering the prenatal appearance otshimmetry, Geschwind and

Galaburda (1985) proposed that anatomical asymmetriestheetgasis on which functional

hemispheric asymmetry specialisation developed.

Galaburda et al. (1987) re-analyzed the samples of brath hs€&eschwind and Levitsky
(1968) and computed correlations between the surface tdftland right planum temporale,
represented by an asymmetry index. They found that theceudathe smallest planum
temporale only was correlated negative to the asymn®#aiged on these results as well as on

the fact that cerebral development implies neuronat,| a new model was proposed.
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According to this model, the two hemispheres startdwiry originally the same potential.
Then, in most cases the right hemisphere undergoesi@nal loss in the language areas,
notably at the level of the planum temporale, leavisd@mologue alone to take language in
charge. In this hypothesis, atypical patterns of languagaadigsation would come from a
limited degeneration of the right planum temporale. HereJosse et al. (2003) found a
significant correlation not only between the sizetloé right planum temporale and its
asymmetry but also between the LH and the asymmetry ifithese findings do not exclude
the hypothesis by Galaburda and colleagues (1987) of a nshipobetween the size of the
right planum temporale and its asymmetry but also betwbe size of the left planum

temporale and the asymmetry index.

The right shift theory

The right shift theory offered by Annett (1972 and 1996) postsillie existence of a gene
with two alleles, one of which affects the distribatiof asymmetries related language and
handedness by favouring the LH. Homozygous subjects poss#ssinght shift allele show
in most cases leftward asymmetries, whereas for hggoos subjects who do not possess
this allele, asymmetries are distributed at random.hi dase of heterozygote subjects,
leftward asymmetries are more frequent than rightwaythanetries, but in comparison with
the homozygote subjects at a lower occurrence rate.

Even though it is possible to make rather accurate pi@alictvith this genetic model, the

right shift theory was also criticized. First, accaglito Annetts’ hypothesis, the probability
for observing a left hemispheric specialisation for laggushould be the same in genetically
identical subjects. In contrast, fMRI data of monozygwivins with discordant handedness
showed a higher probability for left hemispheric languagganisation in the right-handed

compared with the left-handed co-twins (Sommer et28l02). Secondly, Annetts’ genetic

model is based on an evolution, specific for humansb&lies (1998 and 2003) argues that
the left hemispheric dominance for language is an evoltyoimait. Several species such as
frogs have a LH specialised for vocalisation (Bisagkzal., 1998). Consequently, Corballis
proposes that the right-handedness in the majorityeople might be due to the fact that,
before the development of speech, hands were used torgeommunication.
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Testosterone hypothesis

The testosterone hypothesis associates pathology fiithifeledness with the sex hormone
testosterone. Geschwind and Galaburda (1985) postulate stedtéeone induces a delay in
the development of the LH. This would make left hemisphspecialisation for both manual
activities and language less likely in men. Furthermor®steone would have a negative
effect on the immune system. So, this hypothesis waectdunt for the following: (1) there
appears to be more left-handed men as women; (2) meefahdnders compared to women
and right-handers seem to be more exposed to severalqga#is. Support for an association
between left-handedness and different pathologies wawl foy some studies (e.g. Coren and
Halpern, 1991; Annett 1999). At the same time several pietesidence go against it. A
meta-analysis by Porac and Searleman (2002) showed thhamefed people did not differ
from right-handed ones regarding their physical and psggiual health, nor their verbal
cognitive capacity. Grimshaw et al. (1995) measured testostén the amniotic fluid (1%
20" week of gestation) and subsequently evaluated handedndspeaformed dichotic
listening in the children. Their observations did not suppertéstosterone hypothesis.

Intra-uterine environment hypothesis

Previc (1991) proposed a theory based on the asymmetr ofttla-uterine environment.
This asymmetry would induce a cranio-facial asymmetrysicguthe right middle ear to
conduct certain sounds better as the left middle eaother words Prevics’ hypothesis
associates a right ear advantage, which can be obseitle dichotic listening (Kimura,

1967), with the cranio-facial asymmetry as basis forlé¢ftehemispheric specialisation for
language. Dichotic listening studies revealed a right elmardage in 70%, a left ear
advantage in 23% and no ear advantage in 7% of right handgelcts (Hattig, 2004).

Therefore, it is suggested that factors other than thaiafacial asymmetry would also

influence the development of a left hemispheric gisation for language.

2.1.3 Functional cerebral lateralization during the menstrual cycle

Both behavioural (Heister et al., 1989; Rode et al., 1995) andineging studies (Dietrich
et al., 2001; Fernandez et al., 2003) have reported chanfyexiimnal cerebral lateralization
during the menstrual cycle, however Veltman et al. (2000) alicohserve such changes. A
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visual half-field presentation study by Hausmann and Gunti(&@00) revealed for all tasks
(lexical decision, figural comparison, and face disanation) a decreased lateralization
during the midluteal phase compared to the menstrual pBased on these findings, they
hypothezised that fluctuating steroid levels during the meaistycle do not affect a single

hemisphere, but instead impair interhemispheric integrati

The progesterone-mediated interhemispheric decouplingyipothesis

The hypothesis of “progesterone-mediated interhemispliEaoupling” was proposed by
Hausmann and Gunttrkin (2000). This hypothesis suggests that progesattenuates the
excitatory response of neurons to glutamate and augntenishibitory response to GABA.
Cortico-cortical transmission is partly based on afieevard inhibition circuit (Fig 2.5) in
which the glutamergic EPSP is mediated by a GABAer@$R (Conti and Manzoni, 1994).
The effect of a rise in progesterone would result deerease in cortico-cortical transmission
(inhibition) or functional hemispheric decoupling and thos a temporal reduction in

functional asymmetry.

Fig 2.5: Feedforward inhibition. The

involved excitatory neurons is black, the
inhibitory interneuron is gray. In case of
feedforward inhibition activates an extern
excitatory neuron the main cell (pink). In
the main time the excitatory neuron also
activates the inhibitory interneuron. Thus,
the main cell obtains almost
simultaneously two synaptic influences,
excitatory and inhibitory, whose effects
superimpose. Modified from

http://en.wikipedia.org.

It has been demonstrated that progesterone suppressegjose adependent fashion, the
glutamate-induced excitatory responses of neurons. Thist eéfelue to the attenuation of
non-NMDA glutamate-receptors without being mediated mynarease of GABA inhibition

(Smith, 1991; Smith et al., 1987a). Progesterone is knovaugment the inhibitory neuronal
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response to GABA, in particular the 5-and 5--reduced metabolites of progesterone,
allopregnanolone and pregnanolone. Thus, an increapeogésterone during the luteal
phase could, after callosal activation, decrease itst éxcitatory EPSP, directly by
decreasing non-NMDA receptor efficiency, and indirectly &wygmenting the GABA

responses.

Smith and colleaques showed that estradiol, contrapyagesterone, increases the glutamate
response. However, estradiol combined with progesteroneogegterone applicated after
estradiol pre-treatment down regulates glutamate recepsowith progesterone alone (Smith
et al., 1987b).

Confirmation of the progesterone-mediated interhemisphgpothesis was partly found by a
behavioural longitudinal study which showed a relationskigvéen high progesterone levels
and reduced asymmetry for a figural comparison task due tof@rpance enhancement in
the less specialised left hemisphere. Unfortunatelg, éfffiect could not be assessed for a
semantic decision and face recognition task (Hausmaah, é002). Compton et al. (2004)
tested the progesterone hypothesis by using a task reguir@ngemispheric interaction. The
results did not support the hypothesis that progesterods teanterhemispheric decoupling.
Another study of Hausmann et al. (2006) applied transcranighaba stimulation to the
motor cortex and found a positive correlation betweendimation of the ipsilateral silent
period and progesterone level during the luteal phase. Thatapal silent period is a short
period of suppression of ipsilateral tonic voluntary nisactivity due to transcranial
magnetic stimulation application of the motor cort@¥assermann et al., 1991). The
ipsilateral silent period is assumed to be mediatedceadiyt by a feedforward inhibitory
circuit. A recent fMRI study (Fernandez et al.,, 2003) stbvan increase of symmetrical
activation in a semantic decision task which was posytivelated with progesterone levels.
However the additional recruitment of areas in the-smerialised RH during the midluteal
phase was specifically located in the superior temporalsggnd the medial wall of the
superior temporal gyrus. Fernandez and colleagues discuisae this cannot simply be
explained by gonadal steroid hormone effects on comnaisg@nsmission, because neither

region has a disproportional number commissural fibres.
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The menstrual cycle

The menstrual cycle is a periodic cycle of physioldgiteanges that occurs in the females of
several mammals. The human female, unlike almostothler female mammals, has a
menstrual cycle with a ‘hidden’ ovulation lacking obviouseen&l physical changes (Dorit et

al., 1991).

The hormonal regulation of the menstrual cycle

The menstrual cycle is counted from the first day ofdileggand its’ length varies from 21 to
35 days with a mean time of ca. 28 days. The cycle isactarised by different phases: the
follicular phase including menstruation, the ovulatiod ¢he luteal phase (Fig 2.6).

In a sexual mature woman, neurons in hypothalamus reiegagses of approximately 90
minutes the gonadotrophic releasing hormone (GnRH). GnRidulstes the pulsatile
secretion of the gonadotrophic hormones; the luteinizingnboe (LH) and the follicle
stimulating hormone (FSH) in the anterior pituitary.

Already at the end of the luteal phase the concemtratf FSH starts to rise. FSH stimulates
the proliferation of ca. 20 follicles and induces theyeme aromatase in their granulosa cells.
This enzyme converts the androgens testosterone and amdiiost synthesised in the theca
cells of the follicle and assimilated in the granuloslls, into estrogens. The Lidecretion is
relative low, but LH activates enzymes in the theca cells that promote thtesis of the
androgens necessary for the production of estrogens igréinellosa cells. Estrogens within
the follicle upregulate the FSH receptors, as such,fdliele with the highest estrogen
concentration has the highest FSH sensitivity, antlbeilselected as the dominant follicle.
All other follicles will undergo atresia. In the midHfoular phase the estrogens control the
LH™ and FSH secretion, by a negative feedback mechanisnivimyoinhibine, whilst
inducing more LH-receptors on the granulosa cells. As a consequence dhalaga cells
start to synthesise progesterone, which is assimilaté theca cells and is used as basis for

an increase in androgen synthesis.

At the end of the follicular phase, the dominant ftdlisecretes enough estrogens to trigger
the acute release of GnRH by the hypothalamus (positidbde& system), causing a rapid
increase in FSH and LHsecretion by the anterior hypothalamus. The FSH peak isdhee
meiosis of the ovum (ca. day 13). The L$tirge starts around day 12 and may last 48 hours.

The high concentration of LHveakens the wall of the follicle in the ovary. About Hdurs
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after the LH peak (ca. day 14) the follicle opens and the ovum is siméptthe fallopian

tube. This process is called ovulation

After ovulation, the residual follicle transforms anthe corpus luteum under the support of
FSH and LH (start luteal phase). The corpus luteum produces progestercaddition to
estrogens. Both progesterone and estrogens inhibit thaseeof FSH and LHat the
hypothalamic level, rapidly reducing their plasma conegiins. This negative feedback
system causes the decrease of progesterone and estleggda at the end of the menstrual
cycle. Progesterone withdrawal leads to menstrual lgedind falling inhibin levels allow
FSH levels to rise and to induce proliferation of & rgroup of follicles (Silbernagel and
Despopoulos, 2001; Schmidt and Tews, 1990).

Fig 2.6: Representation of the variation
through the menstrual cycle of the major
hormones involved, basal body
temperature, and relative endometrial
thickness. Durations and values may
differ between different females and
different  cycles. Modified from

http://en.wikipedia.org.
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Anovulation

Anovulation is the absence of ovulation and the astet progesterone peak during the
menstrual cycle. Apparently normal menstrual flow carubedathout a preceding ovulation.
Sometimes, follicular development may start but duthéoabsence of the LHsurge or this
increase being too small no ovulation takes place. fhndése the menstrual bleeding results
from a very thick endometrium caused by prolonged, contirlugd estrogens levels or

triggered by a sudden drop in estrogen levels (Spence, 1997).

Cycle-dependent fluctuation in progesterone level

During the menstrual cycle plasma concentrations ofjgsterone fluctuate. Dighe and
Hunter (1974) reported the following values: for the folacyphase 332 pg/ml; and for the
midluteal phase 14.6 ng/ml. Due to diffusion of unbound progesterom blood into saliva

it is possible to measure progesterone in saliva. Salprayesterone measurement is a valid
and non-invasive method (Riad-Fahmy et al., 1982). Expecte@ryaprogesterone values

range for the follicular phase from 28 to 82 pg/ml, and dutire luteal phase between 127
and 446 pg/ml (Riad-fahmy et al., 1982).

Salivary Progesterone levels can be assessed by luemwesanmunoassay (LIA). LIA is
based on the competition principle. An unknown amadiintigen present in the sample and
a fixed amount of enzyme labelled antigen compete ferbihding sites of the antibodies
coated onto the wells. After incubation the wellsaeshed to stop the competition reaction.
After addition of the luminescence substrate solutiom ititensity of the luminescence
measured is inversely proportional to the amount of thgemin the sample.

The female sex hormone: Progesterone

Progesterone is derived from PROGEstational STERoidalNEtQAllen, 1970) and was
independently discovered by four research groups (Allen, 193&mdnn and Wettstein,
1934; Slotta et al., 1934; Butenandt and Westphal, 1934).
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Chemical structure of Progesterone

Progesterone (pregn-4-ene-3, 20-dione) consists of foucamteected cyclic hydrocarbons
and contains ketone and oxygenated functional groups, assvello methyl branches (Fig
2.7 and Fig 2.8). Like all steroid hormones, it is hydroph@hiten, 1970; Silbernagel and
Despopoulos, 2001).

Fig 2.7 (left): Progesterone 2D skeletal (http://en.wikipedia.oFgy 2.8 (right): Progesterone 3D
(http://en.wikipedia.org).

Biosynthesis of Progesterone

Progesterone, like all other steroids, is synthesizech pregnenolone, a derivative of
cholesterol (cholesterine) (see Fig 2.9). Cholesterdhesized in the liver and adrenal glands
from acetyl-CoA and can be transported in the blood by ifgndvith lipoproteins.
Cholesterol, containing 27 C-atoms, can be conversed imgmetpne (21 C-atoms). By
converting the 3-hydroxyl group of pregnenolone to a keto gaodpmoving the double bond
from C-5 to C-4, progesterone (21 C-atoms) is syrzbesi

Progesterone is a female sex hormone. Simultaneouslgegterone is a precursor of the
mineralcorticoids (11-desoxy-corticisterone, corticaster and aldosterone), and after
conversion to 17-hydroxy-progesterone, also of the glucooas (11-desoxycortisol,

cortisol) and androstenedione. The female sex hoesestrone and estradiol, as well as the
male sex hormone testosterone can be synthesized dodrostenedione (Silbernagel and

Despopoulos, 2001).
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Fig 2.¢: Biosynthesis of progesterone and other steroids (httpulképmedia.org).

Progesterone as steroid hormone

The major production side of progesterone is the corpusrute the ovary. It is thought that
the gonadotrophic LHstimulates the conversion of pregnenolone from choleisterthe
granulosa cells of the corpus luteum. In a second steggnenolone is converted to
progesterone. When no fertilization occurs, the corpusihuteontinues to enlarge for several
days followed by regression of the gland and concomitessation of progesterone release
(Silbernagel and Despopoulos, 2001; Murray, 1998). Anotherfgiteogesterone synthesis is
the placenta. If fertilization occurs, the corpus latecontinues to grow and function for the
first 2 to 3 months of pregnancy. Subsequently it will slovdgress as the placenta takes
over the role of hormonal biosynthesis for mainteeané pregnancy (Silbernagel and
Despopoulos, 2001; Murray, 1998). To a smaller extent, progestesoproduced in the
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adrenal glands (Silbernagel and Despopoulos, 2001) and the (@Ba@ener, 2003;
Schumacher et al.,, 2000, 2001). Once released, progesterdmaund in the blood by
transcortin, a corticosteroid-binding globulin (Silberrage Despopoulos, 2001).

Progesterone is excreted primarily by the liver. Pregriahesdone of the major metabolites
of progesterone (Silbernagel and Despopoulos, 2001; Murray, 1998).

Progesterone exerts its action primarily through the @tegene receptor, which is an
intracellular steroid receptor that specifically bindegasterone. The progesterone receptor
has two main forms: progesterone receptor A and progesteeaeptor B. The binding of
progesterone with the PR induces a structural change witlcavihng dimerization. The
complex enters the nucleus and binds to deoxyribonucledc(B&NA). There, transcription
takes place resulting in formation of messenger ubteic acid (RNA) that activates
cytoplasmic ribosomes to produce specific proteins. Althquglgesterone receptor A and
progesterone receptor B share a nearly identical steydtuey are functionally two distinct
transcription factors, mediating their own responseeg@md physiological effects (Kastner et
al., 1990).

Progesterone plays an important role in the human @logsi. The hormone interacts both
synergistically and antagonistically with estrogens; hewehe ratios of the two hormones
vary widely in different target organs. Since both sexoids work together in an intricate
relationship, it is hard to define exactly the specdftects of each steroid on tissue and
organs (Murray, 1998).

The main physiological roles of progesterone are irrépeoductive system: 1) in the uterus
and ovary: facilitation of fertilization by making treervical mucus more permeable and
implantation by converting the endometrium to the decyestage, and maintenance of
pregnancy by uterine growth and suppression of myometnatamdility; 2) in the mammary
gland: development of lobular-alveolar structures in pegpmar for milk secretion and
suppression of milk secretion before parturition; and 3hebrain: regulation of sexually
responsive behaviour (Murray, 1998; Graham and Clarke, 199&dldition to the effects on
the reproductive system, progesterone appears to influesoeottier aspects of human
physiology for example: progesterone raises body temperaty about 0.3°C in both sexes
(Murray, 1998); in the adrenal glands progesterone reducesffd@seof aldosterone,

increasing NaCl-excretion (Silbernagel and Despopoulos, 2@ad)progesterone appears to
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prevent osteoporosis (Wierman, 2007; Graham and Clarke, .198%® nervous system is

also a site of action for progesterone.

Progesterone and its metabolites as neuroactive steroid hormones

The term “neurosteroid” was introduced by Baulieu (1991 and 19%Bjsagiven to a steroid
synthesized in the brain. The term “neuroactive ster@térs to steroids which, independent
of their origin, are capable of modifying neural actigtiéNeuroactive steroids bind and
modulate different types of membrane receptors and egylate gene expression via the
progesterone receptor after intracellular oxidation (adlPurdy, 1992).

Progesterone which is formed peripherally by the corpusidutand adrenal gland can
because of its lipophilic nature cross the blood brainidsafHu et al., 1987). The 5
reductase and/or Ereductase reduce progesterone tedhydroprogesterone (5DHP)
and/or 5-dihydroprogesterone (8DHP). These pregnane steroids may be further reduced to
the neuroactive steroids -hydroxy-5 -pregnan-20-one (or 3 5 -tetrahydroprogesterone;
3, 5 -THP; allopregnanolone) and/or -Bydroxy-5-pregnan-20-one (or 3 5 -
tetrahydroprogesterone; 35 -THP; pregnanolone) by the dydroxysteroid oxidoreductase
(Rupprecht, 1997). The biosynthesis of pregnanolone and edloanolone is regulated by
negative feedback system in which the activation-aminobutyric acid type A (GABA
receptors inhibits activities of the & -reductase and 3hydroxysteroid oxidoreductase
(Do-Rego et al, 2000; Mensah-Nyagen et al.1999).

Both pregnanolone and allopregnanolone modulate neuromdtlalgity as established
positive allosteric modulators of the GARAeceptor, by increasing the frequency and/or
duration of openings of the GABAgated chloride channel (Lambert et al. 2003; Rupprecht
2003). Pregnanolone and allopregnanolone probably also tactiesne expression via the
progesterone receptor after intracellular oxidation (Rughtre2003). Recently, Greener
(2003) and Schumacher et al. (2000 and 2001) showed evidence fovadsynthesis of the

steroid progesterone from cholesterol in the brain.

These observations have led to the speculation tham#jer inhibitory neurotransmitter
receptor in the central nervous system, GABreceptor, may be influenced by both
endocrine and local paracrine ‘fine-tuning’ by neuroactieeosds. Even though the GABA
receptor is widespread in the central nervous systemacdtiens of the GABA receptor
modulators are highly selective (Lambert et al., 2003). GABA receptor is composed of
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five subunits selected from a palette that include$, 1-3, 1-3, , , , and (Barnard et
al. 1998). Recent estimates suggested that the various sebumpositions underpins the
existence of approximately 30 isoforms of the GABAeceptor that have distinct
physiological and pharmacological properties and aredggaeously expressed throughout
the central nervous system (Sieghart and Sperk, 200&¢ryiand Brunig, 2003).

In addition to GABA\ receptors, other receptors have also been shown sensitive to
progesterone and/or its metabolites. The serotonin racéptoegatively modulated by
allopregnanolone and progesterone. Progesterone alsdatesdglycine receptors, nicotinic
acetylcholine receptors, oxytocine receptor negatively taedkainate receptors positively
(Rupprecht 2003; Dubrovsky, 2005).

Changes in circulating levels of progesterone (as duringntbestrual cycle) have been
correlated with depressive (Epperson et al., 2002), anxio(@itran et al., 1995) and
convulsant effects (Smith and Woolley, 2004). At high dodes steroid hormone is sedative
and can act as an anaesthetic (Seyle 1941 and 1942; Rupprecht_2003).
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2.2 FMRI

A number of techniques are available to image perceptual @guitive processes in the
human brain. The major ones are: positron emissiomogoaphy (PET), single photon
emission computed tomography (SPECT), fMRI, and electepdradography (EEG).

Both PET and SPECT are based on the use of radioligahidé remain either within the
blood stream or enter the brain and bind to receptors. Depeadithe radioligand used, PET
can demonstrate blood flow or glucose and oxygen metabodifecting the amount of brain
activity in different regions. PET can through recempecific binding of the radioligand,
also be used to identify the brain sites where drugsiandgally occurring neurotransmitters
act. In comparison to PET radioligands, SPECT radiolity deteriorate more slowly what
makes this technique less expensive. PET is more mulidmat than SPECT and produces
more detailed images with a higher degree of resolutiortjcpkrly of deeper brain

structures.

Magnetic resonance imaging (MRI) is based on the vaniah signals produced by protons
(typically hydrogen protons) in the body when it is pl&en a strong magnetic field. Using
MRI, both surface and deep brain structures with a high dedrasatomical detail can be
imaged, and minute changes in these structures that ocautiroe, can be detected. FMRI is

the use of MRI to measure the hemodynamic responsedé@neural activity in the brain.

EEG is the neurophysiologic measurement of the elecaatavity of the brain by recording
from electrodes placed on the scalp or, in special casesgurally or in the cerebral cortex.
The resulting traces are known as an electroencephaipgad represent a summation of
post-synaptic potentials from a large number of neurohs. greatest advantage of EEG is
the temporal resolution. EEG can record patterns of haati&ity occurring within fractions
of a second after a stimulus has been administeredbifjgest drawback to EEG is that it
provides less spatial resolution than fMRI and PET do. Aessalt, a relative new technique
Magnetoencephalography which combines the spatial resolotia structural MRI scan with
the temporal resolution of EEG is often used.
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2.2.1 The basics of MRI

Over the past decade, fMRI has become a well-establigirethvasive tool to investigate the
functional properties of the brain. The theoreticalkiground of fMRI is based on NMR of
protons. H, a single proton, is most commonly used in MRI becausetwloe main
components of the body, water and fat, contain hydrogeauli demonstrated, in 1924, that
most atomic nuclei posses an angular momentum andyaeti@ moment. However, it was
not until Bloch and Purcell independently measured NMR ahbisorin bulk materials, work
for which they jointly received the Nobel Price for Biog in 1952, that the existence of the
nuclear spin was more clearly defined. Through the 1950'$6@aisd NMR was primarily an
analytical tool for chemists and physicists. The fitstnonstration of MRI was provided by
Lauterbur, in 1924, who modified a spectrometer to provideadlyatncoded signals through
linear variation in the magnetic field. The first liveirhan images using an Echo Planar
Imaging sequence were reported by Sir Peter Mansfield in 1072003, Lauterbur and Sir

Peter Mansfield jointly received the Nobel Price in $tblpgy or Medicine for their work.

Magnetic properties of nuclei

Fig 2.10: Precession of a spinning nucleus about the axis of an applied
magnetic field B. The spinning nuclei induces an own magnetic field

represented by the magnetic moment

An atom is composed of positively charged (protons), negjgtigharged (electrons) and
neutral particles (neutrons). Both the protons and theoreubuild the atomic nucleus and
account for the bigger part of atomic mass. A nucleus witghven atomic mass is electrically
charged and spins around its axis (angular momentum or nepieq(Fig. 2.10). Movement
of an electrically charged particle induces a magnetid fivith an axis coincident with the
axis of the nuclear spin, and with a magnitude and dineatepresented by the magnetic

moment .
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Normally, the direction of these magnetic momentauglomly distributed. Thus, the sum of
several spins gives a null net magnetization M. Wdneexternal, static magnetic field) B
applied two things happen simultaneously. Firstly, tiagmetic moments align either parallel
or anti-parallel with the direction of the appliedldie These orientations correspond to
different energy states, with a slight excess ofrileear spins favouring the low energy (i.e.
parallel) orientation. This small imbalance creategtamagnetization M oriented parallel to
the applied field B Since, the energy difference between the oriemsitis directly
proportional to the field strength, increasing the apfield strength results in a proportional
higher occupation of the parallel orientation and largemragnetization. Secondly, spinning
nuclei precess around the axis of the applied field. Psgxgeauclei induce induce their own
magnetic field. This precession, called a Larmor prémesfias a characteristic frequency
expressed as:

= Bo (equilibrium state/orientation)

where is the Larmor frequency in MHz,is a gyromagnetic constant which is specific for
the nucleus involved (42.6 MHz/T for 1H ) and B the magnetic field strength in T (Rinck
et al, 2001; Cox et al, 1994).

Radio Frequency pulse and Free Induction Decay signal

The precessing net magnetization can be divided in aviesse (M) and longitudinal (M)
vector. In the equilibrium state M M and My = 0 (Fig 2.11). Scince the spins do not rotate
in phase the transverse magnetizations of each epipensate each other and the sum of all
transverse magnetization is null. The transversenst@gation can be made to induce a
voltage in a receiver coil surrounding the sample. Hawneto be able to detect the net
magnetization, it is necessary to tip it away frdm equilibrium orientation toward the,M
plane. This can be achieved by applying a radio frequency B¢, matching the Larmor
frequency. Following the pulse, the spins are still pgiog with the Larmor frequency, but
their precession is not longer at random but they peeitephase causing a net magnetization
in the My-plane.
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Fig 2.11: The precessing net magnetization M can be divided in avieese (M,) and longitudinal
(M) vector (A) in equilibrium, (B) after application of Riulse.

When the RF pulse is switched off, the spins staurméig to their equilibrium and emit a
signal. This signal is called the Free Induction Decaip)Kignal, since it gradually decays
due to the relaxation processes. After applying a Fouaestormation on the FID, one can
analyse the signal for its frequency components inNMR spectrum and determine the
intensity of each frequency (Rinck et al, 2001; Cox €1394).

Relaxation processes

After termination of the RF pulse, the nuclei startase the energy which was poured into
the system by the RF pulse. During this process, whichaiked relaxation, both the
longitudinal and transverse components of the net magtietizreturn to their equilibrium
values. The relaxation processes, influencing the treses\vend longitudinal magnetization

components, occur exponentially but are independeraatf ether.

The longitudinal relaxation process is based on theggrexchange between excited nuclei
and the lattice. This process is termed spin-lattit@xagion and is characterised by a value
T1, the spin-lattice relaxation times TS the time-constant which describes the time required

for longitudinal magnetization to return to 63% of itggmal value (Fig 2.12).
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Fig 2.1z: The longitudinal (spin-lattice) relaxation, & the time-constant which describes the time

required for longitudinal magnetization to return to 63%sbriginal value.

During transverse relaxation, energy is transferrédidxn nuclei in different energy states,
creating random local magnetic field variations whichturn, cause dephasing of the spins.
This process is referred to as spin-spin interactionsanteasured by ;T spin-spin relaxation
time. T, is the time-constant which describes the time requoettanverse magnetization to
return to 37% of its original value. If the only cohtriion to the dephasing process were
spin-spin interactions, the,Trelaxation time could be readily determined. Howewpin
coherence is also affected by inhomogeneities in theedpmagnetic field. The exponential
decay in signal resulting from the combination gfr&laxation and field inhomogeneities is
referred to as F - the effective tranverse relaxation time (Fig 2.13)n(R et al, 2001; Cox
et al, 1994).
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Fig 2.1% The transverse (spin-spin) relaxation. i$ the time-constant which describes the time
required for transverse magnetization to return to 37%tsobriginal value. T* is the effective

transverse relaxation time as a combination.afelaxation and field inhomogenities.

The decay of the MRI signal is tissue depending, which makkstinction between different
types of tissues in1J T, or T,* weighted image possible (Fig 2.14).

Fig 2.14: T, weighted image (left)
and T, weighted image (right)

(http:\\www. site.uottawa.ca).

Basic pulse sequences: Spin Echo and Gradient Echo

In the former description of the FID signal, it wassamed that the RF pulse and FID
detection occur in one continuous, uninterrupted sequenceadmn it is sometimes
advantageous to not sample the FID directly, but rathebserve the signal as an echo. This
is the reappearance of the signal a finite time afteappearance of the initial FID. Two

approaches are routinely employed for creating an sigmal: spin echo and gradient echo.
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The two dephasing processes which excited nuclei experispicespin interaction and field
inhomogeneities) are fundamental different. The spin-giteraction which occurs between
adjacent nuclei is a random, time-variant and irrelaé&siprocess. Magnetic field
inhomogeneities, however, exert a constant statinenfte on the spin system and therefore,
in theory, can be accounted for. Measuring spin echakigrstead of FID, permits more
complete evolution of spin-spin interaction, while thituence of static field inhomogeneities
can be corrected for. A 90° RF pulse flips the net mazatein into the transverse plane,
where T* relaxation takes places (Fig 2.15). At time TE/2 (TEchaetime, the time between
the beginning of the 90° pulse and the maximum amplitudaeofitst echo signal), a 180°

pulse is applied, flipping the individual spins about thecis-&n mirror like fashion and the

Fig 2.1 Spin echo pulse sequence

spins start to come back into phase. At time TE, ffecteof static field homogeneities is
cancelled out. The FID measured at time TE, is calledcha signal. The temporal interval

between two RF-pulses at identical positions has beemetethe repetition time (TR).

To create an echo, a 180° pulse is not necessarily nealdedfield gradients can be used.
This leads to gradient echo pulse sequence (Fig 2.16). Fafjawe 90° RF pulse a gradient
is switch on for a short a time. A gradient is a kve@gnetic field which varies along each of
the three main axes (x, y and z) and is superimposed upatdiic magnetic field. After the
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90° RF pulse, the spins starts to dephase and the aplicdtthe field gradient accelerates
this process. By switching to the field gradient to the opp@®larization, the spins start to
rephase until a gradient echo is formed. Importanttyragient echo pulse sequence does not
cancel out the effects of field inhomogeneities. Wigradient echo pulse sequence the signal
decay is determined byT(Rinck et al, 2001; Cox et al, 1994).

Fig 2.1€: Gradient echo pulse sequence

Spatial encoding

To spatial localize the region of interest in thaiby three magnetic gradients are used: the
slice selecting gradient, the readout or frequency engaghiadient and the phase-encoding
gradient (Fig 2.17 and Fig 2.18). These three magnetic gradaeatoriented orthogonal to

each other. The slice selecting gradient is orienkedgathe z-axis, the frequency-encoding
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gradient is oriented along the x-axis and the phasedémg gradient is oriented along the y-
axis.

Fig 2.17 (left): Orthogonal orientation of the slice selecting gradient (z
axis), the frequency-encoding gradient (x-axis) and theepbasoding
gradient (y-axis)

Fig 2.18 (below):Spatial encoding for a spin echo experiment (Rinck et
al., 2001)

The slice selecting gradient is briefly switched ortred same moment as the RF pulse is
applied. This causes a linear variation in the magnetid &long the z-axis. The Larmor
frequency of precession of the spins is proportional écsttength of the magnetic field. The
result of this gradient is therefore that the precesfiequency of the spins depends on the
position along the z-axis. As said before, the frequaridyye RF pulse needs to match the
spins precession frequency to incline the net magneticat the transverse plane. This

means that by selecting an RF pulse with a specific rahdeequencies, it is possible to
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measure the relaxation in a specific 2D slice of tlanbBy changing either the steepness of
the gradient or frequency range of the RF pulse, slic&riess can be determined.

Spatial localisation in a slice is determined using pleask frequency encoding gradients.
The phase encoding gradient is switched on for a brigdgpaiong the y-axis between the RF
pulse and MRI signal measurement. Immediately aftedicgpjon of the RF pulse, no
difference in phase has yet developed. Due to the phasediag gradient the spins
experience different magnetic field strengths along ydaxis and will start to precess at
different frequencies. After the phase encoding gradieswiiched off, the spins will precess
at the same frequency again, but no longer in phase. thevphase of each spin will depend

on its localisation along the y-axis.

The readout or frequency encoding gradient is applied altweg x-axis during the

measurement of the MRI signal. Before the frequencyp@ing gradient is applied all spins in
the selected slice precess at the same frequencye3ink of the frequency encoding gradient
is the differentiation in precession frequency dependintherocalisation of the spins along

the x-axis in the selected slice.

After each signal component has experienced a diffgpbase encoding and frequency
encoding gradient, its exact spatial reconstructionbeaspecifically and precisely located by
the Fourier transformation analysis. Spatial resoui® directly related to the number of
phase encoding gradients used (Rinck et al, 2001; Cox1&1%).

k-Space

The k-space raw data matrix consists of an area to be
filled with the information needed to form an MR
image (Fig 2.19).

The coordinates of k-space are called spatial

frequencies. They are filled depending on gradient

strength of the frequency encoding and phase encoding

gradient, moving from low gradient strength to zero

gradient strength (centre) and further to high gradient

strength. In a standard spin echo sequence, each Fig 2.1¢: K-space (Rinck et al.,

pulse creates a new line in the k-space. The length 2001).
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the line is determined by the strength of the frequesreyoding gradient and the sampling
time, whereas its position is defined by the strengtthefphase encoding gradient. As soon
as the k-space is filled, each data point is then Foweasformed in the x-direction to extract
frequency information. The second Fourier transformaisoperformed in the y-direction to
extract phase information. The output is a matrix shgvain image which corresponds to the
bulk of MR signals from each point (Rinck et al, 2001; @b=l, 1994).

Rapid imaging: Echo-Planar imaging

Echo Planar Imaging (EPI) is the fastest imaging sequamncently available and is the most
commonly scanning technique used for fMRI. The EPI techniquasisdoon the principles of
a single RF pulse, followed by the rapid switching otrargy gradient to form a series of
gradient echoes, each of which is given a different @egf@hase encoding and thus can be

reconstructed to form an image (Fig 2.20).

Fig 2.2C Echo planar
imaging sequence (Cohen,
2000.

As comparison, a typical MR image is formed from 138eted samples and has an imaging
time of more than 6.5 minutes; the EPI approach collttsf the image data, for an image

of the same resolution, in 40 to 150 milliseconds (Fig 2.2 faster imaging sequences

help to reduce motion-related artefacts. The speed athwimnages are obtained can give

unigue insight into dynamic processes (Rinck et al, 2001; Calx £994).
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Fig 2.21: Filling of the K-space in conventional imaging (left) arah@ planar imaging sequence

(Cohen, 2000)

The MR image
A MR image consists of small elements, pixels, whgisgy/-scale intensity (brightness) is

related to the amplitude of the MR signal arising froarresponding volume elements,
voxels, in a tissue slice (Fig 2.22). The image matrixrdetes the number of pixels used to
construct an image, determined by steepness of the mad-@quency-encoding) gradient
(x-axis) and the number of phase-encoding steps used qy-{axi a given field of view

(FOV). The actual volume of each voxel is defined byfiélel of view, the matrix size and

the slice thickness selected.

Fig 2.2z The MR image. To image an object,
this object is mathematically divided into volume
elements. In each volume element, the signals are
averaged and turned into a anumber which
represents a certain level on the grey scale. These
numbers are used to create a picture consisting of
pixels (Rinck et al., 2001).

The ability to resolve closely spaced anatomic detsildefined as spatial resolution. Since

the MRI signals from nuclei in a voxel are averagedaitsetvithin a voxel are lost during
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Image acquisition and reconstruction. Thus, one would éxpat small voxel dimensions
correlated with a greater amount of resolved fine detimilvever, resolution alone does not
determine whether a detail is distinguishable within aagen contrast and signal to noise

ratio are also determining factors.

The contrast of an MR image is defined as the intedsiterence between two tissues. It is a
complex function of factors including inherent charastes of the sample and the pulse

sequence parameters.

The brightness of each pixel in an MR image is definedthey signal intensity of its
corresponding voxel in the tissue slice. However distection coil in an MR imaging system
also detects “noise”. Noise is RF emissions froraugssurrounding the voxel. The signal
intensity is determined by the number of excitated s@ind is directly proportional to voxel
size. Noise, by comparison, is independent of the veixel Therefore, decreasing the voxel
size decreases the signal to noise ratio or the pixghtness (Rinck et al, 2001; Cox et al,
1994).

2.2.2 From neural activation to the fMRI signal

FMRI and MRI have in common that the signal is baseduclear spin characteristics. FMRI
enables the visualization of activated cortical bragions during perceptual and cognitive
processing. FMRI is mainly based on the linkage between mna&uractivity and
haemodynamic changes. Early fMRI studies had to use cbragesits to demonstrate
changes in cortical perfusion. This disadvantage wssvwed by the demonstration of fMRI
acquisitions using Blood Oxygenation Level Dependent (BOLDjrest (Ogawa, 1990).

Principle of the BOLD contrast

BOLD fMRI is a non-invasive method using an endogenous asintnechanism, depending
on differences in magnetic susceptibility between oxglwagobin and deoxyhaemoglobin.
The magnetic susceptibility is a mass for the impaet s@ibstance on the magnetic field and
influences the 7 decay. Oxygenated arterial blood contains oxygenated haebioghich

is diamagnetic and has a small magnetic susceptitgfiigct. Therefore, oxyhaemoglobin
does not significantly alter the regional magnetitdfiend does not greatly affect tissug. T
Deoxyhaemoglobin, is paramagnetic due to the four unpaleetr@ns, and disturbs the local
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magnetic field in a region of tissue leading to the lariggerved magnetic susceptibility effect
resulting in faster 7 decay (Chen and Ogawa, 2000; Rosen et al., 1994)

The haemodynamic response function

The haemodynamic response function (HRF) (Fig 2.23)eguhction of the BOLD fMRI
signal against time in response to a temporary inclieaseuronal activity (Bandettini, 2000;
Weisskoff, 2000; Rosen et al., 1994).

Fig 2.2% The haemodynamic response function (HRF).

When nerve cells are active they consume oxygen carrigtdaypoglobin in red blood cells
from local capillaries. This causes initially a deceeas BOLD fMRI signal due to an
increase in the relative level of deoxyhaemoglobin inblbed. This drop, however, is very
small and not always found (Heeger et al. 2002; Detrd. €082). Following this initial
decrease (approximately 500 ms to 2 s after onset oflation), the BOLD fMRI signal
increases and reaches a maximum after approximatelyodidseafter onset of stimulation.
This positive BOLD fMRI signal change is much larger #s initial decrease, as a result of
an overshoot in oxyhaemoglobin. Namely, the blood flow tivaied regions might increase
by 20-40%, whereas the increase in oxygen consumption dumirgtvated state of brain
tissue is only 5%. The combination of these effects tegula decrease of the deoxygenated
haemoglobin concentration in the neighbourhood of theadet! neurons. Finally, the BOLD
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fMRI signal declines with a late undershoot under theaintiaseline value as a result of the

cerebral blood flow after cessation of stimulatiore{8gkoff, 2000; Rosen et al., 1994).

Spatial and temporal properties of the BOLD contrast

The spatial resolution of BOLD fMRI is about 2 to 5 mnhieh is superior to many other

neuroimaging techniques.

At best, the BOLD fMRI signal would reflect only thHememodynamic changes in the
capillaries close to the localisation of the neurawivity. However, the BOLD fMRI signal
IS sensitive to eventual contamination of large veins ameries in the brain. The large
arteries are fully oxygenated and therefore barelyritaute to a change in signal since the
BOLD fMRI signal measures the relative level of oxyg@matin contrast, draining veins are
only 70% oxygenated. The decrease in relative oxygenatiehifethese large veins is larger
than in the small capillaries close to the sourcthefneural activation. This means that the
location of the maximum BOLD fMRI signal could be daped, a few millimetres towards
the large veins. Furthermore, usually these large veins draarea of the brain that is larger
the area of neural activation. This results in thevatiin area appearing larger than it really
is (Bandettini, 2000).

The temporal resolution of the BOLD fMRI signal includes factors the optimal stimulus
presentation rate to realize a maximum BOLD fMRI sigifange, as well as the optimal
stimulus duration. In order to maximize both the signdlthie number of activation cycles in
a time course, an on/off switching rate study can be peeidr Because the time to reach the
baseline after cessation (off state) of activity ightly longer than the time to reach the
plateau during activation (on state), the signal becaamsated in the on state with the faster
on/off frequencies (Fig 2.24). Bandettini and Cox (1998) hawsvshthat with a constant
on/off rate of 2 s on and 2 s off, it is possible to irdaaneasurable hemodynamic response
(Bandettini, 2000).
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Fig 2.24: Signal of a region of interest in motor cortex
obtained during he cyclic on/off finger movement. As the on-
off frequency is increased from 0.024 Hz to 0.05 Hz, the
activation-induced amplitude becomes decreased and the

signal becomes saturated in the on state (Bandettini, 2000).

2.2.3 FMRI task design

When designing an fMRI experiment, one has to be conscibtiedact that the brain is

continuously active. Only 1 to 10% of the variation in blaxygenation level is actually task
related. The optimal experimental design depends on theaneh question posed and
maximizes both the statistical power and the powenf&r.i Two main types of experimental

designs are used in fMRI research: block design and egktéed design.
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Block design

The first type of experimental design is the block degigg 2.25), also called boxcar design
(Aguirre & D’Esposito, 2000). In the original block desigmot conditions are alternately
presented in blocks during the experiment. Each block repseseveral trials of one

condition.

By making the conditions differ
in only the cognitive process of
interest, the fMRI signal that
differentiates  the  conditions
should represent this cognitive
process of interest. This is the so-
called subtraction paradigm
(Posner et al, 1988). The
Fig 2.25: Block design with two conditions. Condition Ain  subtraction paradigm relies upon
green and condition B in blue. two assumptions: “pure insertion”
and linearity. Pure insertion
represents the idea that a cognitive process can be addesktmf already active cognitive
processes without affecting them. The second assumpifi@ognitive subtraction is that the
transformation of neural activity into fMRI signallisear (Zarahn et al., 1997).

In a block design, only one condition is presented in é&émtk, randomization of stimulus
types is not possible within a block. This makes the typ&iofulus within each block very
predictable. As a consequence, participants may become aifvthe order of the events and

might anticipate (Johnson et al., 1997).

Because of these weak points, block fMRI experimentiareapable of strong inference.
Nevertheless, block designs also have a significant satyamamely their superior statistical
power. The increase in fMRI signal in response to a #tisnis additive. This means that the
amplitude of the HRF increases when multiple stimué presented in rapid succession.
When each block is alternated with a rest conditionvinch the HRF has enough time

(optimal block length 14-20 s) to return to baseline, a maxinamount of variability is
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introduced in the signal. Therefore, block designs offesicierable statistical power (Zarahn
et al., 1997).

When more than two conditions are included in the desgyeral options, on how to order
these blocks in the block design, are open (e.g. fixed:@4-B-C-A-B-C; or random: A-C-
C-B-A-B-C-B-A). Though, randomization of the block ordercreases the statistical power
(Aguirre & D’Esposito, 2000).

Event-related design

In an event related design the course of the HRFwWallp each stimulus presentation is
estimated (Fig 2.26). The multiple HRF's following a $ntype of stimulus can be averaged.
The signal change in the BOLD fMRI signal followingiagle stimulus presentation is small;
resulting in a low statistical power for event rethtkesigns (Dale and Buckner, 1997; Josephs
et al, 1997 and Zarahn et al., 1997).

As already mentioned in the section
of the block design; when two or
more stimuli are presented in
relatively rapid succession, the
BOLD fMRI response increases
roughly linearly (Dale & Buckner,

1997; Donaldson et al., 2001). This
approximate linearity is important in
event-related designs where stimuli

Fig 2.2€: Event-related design with two conditions. _ _

Condition A in green and condition B in blue. are often presented in  rapid
succession. It means that the HRF for

an individual stimulus can be estimated despite thelagyen HRF's for successive stimuli

(Aguirre & D’Esposito, 2000).

2.2.4 FMRI analysis

The aim of an fMRI experiment is to determine which @egiin the brain can be associated
with the processing of a certain task. Between the e@taontaining hundreds of brain

volumes collected during fMRI acquisition for each subpead this final goal, are several
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steps. The step where the dataset is temporally adjissteiown as slice timing correction.
The steps where the dataset is spatially adjusted dial spalignment, spatial coregistration,
spatial normalization and spatial smoothing. The fitep $s the statistical analysis.

Slice timing correction

In an fMRI dataset each volume of the entire bransists of a number of slices and each
slice consists of a number of voxels. Generally, difeerent 2D slices making up a 3D
volume are not all collected at the exact same timeother words each slice covers a
different time interval of the BOLD response. However the statistical analysis the
assumption is made that the entire volume is colieatene point in time, so each voxel in a
volume is assumed to represent the same momenteén Tiomcorrect for this, the individual
slices of a volume must be adjusted in the temporalagonThis is done by performing a
temporal correction for the differences in acquisitione between the slices. This is referred
to as slice timing correction. After the slice timingrection is performed, the BOLD

response starts at the same time for each voxelin gice in a volume (Smith, 2001).

Spatial realignment

Even though subjects are usually instructed to move &sdst possible inside the scanner,
some head movement is unavoidable. The main resiiead movements is that the same
voxel does not necessarily represent the same lacatiothe brain throughout time
(Ashburner and Friston, 2000 and 2003; Brammer, 2001). The istdteshalysis, however,
assumes that the same voxel does represent the ceaien in the brain throughout time.
Based on this assumption, head movements can finally mppefalse fMRI activations or
increase the noise in the signal which decreases tHiestisal power.The removal of
movement effects is done by repositioning all volumefénsame time series with respect to
the reference volume. This process is referred tgaisas realignment and is conducted for
each subject separately. The new value of the fMRIasifpn a voxel after the realignment is
estimated by interpolation from the values of the fM8Xnal of neighbouring voxels
(Ashburner and Friston, 2003; Ashburner and Friston, 2000; Brar2@@l).

It should be noted that realignment not only adjustsatdual head movement, but also for
apparent movement. As the fMRI scanner heats up durings@isa@sappears as though the
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head drifts slightly. This is an artefact arising frdme scanner and is also corrected for by

realignment.

Normalisation

During a fMRI experiment, datasets are usually collecoedséveral subjects. However, all
brains differ in orientation, size and shape. To be &blenake comparisons in BOLD
activation for a certain task across and within subjges/oxels in the brain of each subject
must represent the same anatomical location. When ngapiiiferent brains to a standard
brain it is possible to compare results between differesearch groups. Therefore, the
orientation, size and shape of the brains of individdijects are changed to match the
orientation, size and shape of a standard brain. Theaoosnonly used standard brain is the
MNI template (Tzourio-Mazoyer et al., 2002). After thermalization, the new value of the
fMRI signal for a voxel is estimated by interpolativom the values of the fMRI signal of
neighbouring voxels. This matching of individual brains tstandard brain is known as
spatial normalization (Ashburner and Friston, 2003; AshbuaindrFriston, 2000; Jenkinson,
2001).

Smoothing

Even though smoothing spatially blurs images and reduces gpatdion, it also has some
positive effects. Firstly, smoothing the dataset ire@eahe signal to noise ratio in the fMRI
signal by removing the high spatial frequencies (noise)oi@Hy, smoothing removes small
frequency differences, so comparisons across subjectaaale easier.

Smoothing is generally performed by convolving the 3D volwith a 3D Gaussian kernel.

In other words, each data point is multiplied by a curvehe shape of a 3D normal
distribution. The shape of the 3D smoothing curve shouwddicimthe spatial shape of the
signal of interest, so that frequencies matching the frege® of the 3D smoothing curve are
emphasized and frequencies not matching the frequencidse 00 smoothing curve are
filtered out. The shape of the smoothing curve is defime@ normal distribution function

with a Full Width Half Maximum (FWHM) of typically te or three times the voxel size
(Smith, 2001).
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Statistical analysis: the General Linaer Model (GLM)

To define which brain regions are significantly activafed a specific task, a statistical
analysis based on the GLM is used. However, befatiagfithe BOLD fMRI response in a
model, intensity normalization and temporal filteringddo be performed.

Intensity normalisation between different fMRI datase the re-scaling of the intensities to a
common, predefined mean value also refered to as grand snelmg (Kiebel & Holmes,
2003; Smith, 2001). This normalization of the intensity valiseeecessary to make valid
comparisons over and between different fMRI datasets.

Physiological parameters such as breathing and heaaibseanner drift are reflected as low
frequencies in the fMRI dataset and are not part ofaitteal signal. Using a highpass
temporal filter these low frequencies can be removekduced, which increases the SNR
(Kiebel & Holmes, 2003; Smith, 2001).

The next step, after applying intensity normalizatiod temporal filtering, is to fit the BOLD
fMRI response on a GLM. Following basic formula is usethe GLM:

Y(j) = beta * x(j) + ¢ + E())

with j indexes the volume, Y is the observed value feoxel in volume |, beta is the slope of
the linear regression line, x is the value of the ptedicariable for a voxel in volume |, c is
the intercept of the linear regression line and E iseiier in volume j. This equation is
performed on each voxel in each volume of the fMRI skttéKiebel et al., 2003; Friston et
al., 1995a; Lange, 2000; Worsley, 2001) and can be re-formulatedrs of matrices:

Y=X*B+E

with Y is a matrix containing all the observed data wittolumn for each voxel and a row for
each fMRI volume, X is a matrix containing the predictiata (also called design matrix)
with a column for each predictor variable and a rowdach fMRI volume, B is a matrix
containing the slopes and intercepts (parameter matick)Eais a matrix with the normally
distributed error terms
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In the design matrix the general shape of the BOLIPpaese over time for each predictor
variable (e.g. stimulus function and task performancepaslelled. However, derivatives of

these predictors, such as the temporal and dispersivatilex, are often also modelled. The
temporal derivative allows for variations in the oneétthe BOLD response, whereas the
dispersion derivative allows for variations in the widththe BOLD response. To fit the

modelled BOLD response shape with time course of eagklvthe parameter matrix is

estimated using lineair regression. The error matrixectsl the temporal autocorrelated,
unexplained variance in the model after estimation @f@rameter matrix. In the next step a
t-test is used to determine for each voxel separatetheh any linear combination of the

parameters in the parameter matrix explain as signifi@mount of the variance in the BOLD

fMRI dataset (Kiebel and Holmes, 2003; Friston et al., 190&age, 2000; Worsley, 2001).
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Chapter 3: The role of the left and right visual word form area (VIFilAisual processing of words

3.1 Abstract

Recent neuroimaging studies have proposed a visual famijara-letter and word-level
feature based recognition system in an area locatedlldaterthe midportion of the left
fusiform gyrus, also proposed as the VWFA (e.g. Cohexh &000). The existence of such a
region is a matter of discussion (Price and Devlin, 2088 2004; Vigneau et al., 2005).
Vigneau and colleagues argue that the visual specialisatiomords might operate through
the dynamics of the interaction between the lefl aght VWFA, rather than rely on the
regional variation of activity in the left VWFA alondo further investigate the issue of
hemispheric specialisation of the visual cortex and esjheaf the VWFA we conducted an
event-related fMRI study. Brain activation was measuredl6 right-handed, healthy males
during visual processing of words, pseudowords and false fStitsuli were presented
lateralized, using visual half-field technique and centr&@listermination of the Lateralization
Index (LI) of the brain activation pattern, as welledfect of visual field of presentation and
stimulus type were based on a Region of Interest (R@d)ysis. Our results revealed higher
BOLD signal intensity change in the visual cortex calateral to the visual field of stimulus
presentation compared to the ipsilateral visual cortexeatefly the crossing of visual
pathways. Further, we found that in both the left agttrVWFA the BOLD signal intensity
change was significant higher for visual processing atiwecompared to false fonts. Finally,
the activation pattern of the VWFA was left latezali, except for words initially processed
in the right visual cortex. The bilateral activationtbé VWFA for words presented in the
left, but not in the right or central visual field, supgoNigneau’s hypothesis that the
superiority of word recognition in the left VWFA is thesult of a reduced activity in the right
VWFA under left hemispheric control.
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3.2 Introduction

The human visual system is composed of multiple visugkexcareas. The primary visual
area, also known as striate cortex or V1, corresponddradmann Area (BA) 17 of the
occipital gyrus. The extrastriate cortex, including V3, V4, and V5, covers BA 18 and BA
19 (Clarke, 1990). Ungerleider and Mishkin (1982) proposed that |v@gaessing is
anatomically divided into two functionally differentiga streams: a ‘ventral stream for object
recognition’ and a ‘dorsal stream for object localizatioThe ventral stream includes
projections from the occipital lobe to the inferientporal cortex, whereas the dorsal stream
covers the projections from the occipital to the post temporoparietal cortex. As one
moves from posterior to anterior through the consecureas of both visual streams, the
stage of visual processing increases with each stage prowgewfic constraints on the
neural encoding of the stimulus (Van Essen and Maurk@3; Cohen et al.,, 2003). The
ventral occipito-temporal cortex, at the end of tleatval stream, plays an essential role in
visual form processing, including face (Kanwisher et al., 198Gject (Hanson et al., 2004)
and word recognition (Cohen et al. 2000, 2002, 2003; Cohen anc i 2004; Vinckier et
al., 2007). Some authors have argued for a modular organizdti@mtral occipital temporal
cortex in which different parts are involved in the rectigniof specific object categories
(Spiridon and Kanwisher, 2002), but the extent to which tHasetions are modularly

organized is a matter of discussion (Haxby et al., 2001).

Recent neuroimaging studies have proposed a visually &migature based word
recognition system in an area located lateral to thipontion of the left fusiform gyrus, also
called the VWFA (Cohen et al. 2000, 2002, 2003; Cohen andebeh2004; Vinckier et al.,
2007). The left VWFA responds to words and readable pseudowprdso(nceable
letterstrings) more than to letter strings or checkardt® and recent research by Vinckier
suggest a posterior to anterior gradient of increased iségsib larger and higher-level
components of words within the visual word form systeme Hxistence of a region
specialised for processing visual familiar supra-lettervaoit-level features has become the
focus of a debate spanning both sensory modality and stirspégsficity (Price and Devlin,
2003 and 2004; Vigneau et al., 2005). Vigneau and colleagues repoldeger functional
asymmetry index favouring the left hemisphere VWFA durir@ydvthan non-word (non-
pronounceable letter strings) reading. Based on thisredisen they hypothesized that the
visual specialisation for words may in fact operat®ufh the dynamics of the interaction
between left and right VWFA rather than rely on tagional variation of activity in the left
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VWEFA alone. Support for such a dynamic interhemispheechanism comes from a study
on perception of species-specific calls in monkeys by Poaeand colleagues (2004). These
authors indeed showed that species-specific callseglititore activation in the left superior
temporal than in its right counterpart, while other typésounds did not. However, when
monkeys had been submitted to comissurectomy, this asyyndistippeared. Poremba et al.
interpreted this finding as an indication that the leftlvdunctional asymmetry index
observed in the intact monkey was the result of a estlactivity in the right superior
temporal gyrus under left-hnemisphere control.

In the current study, we further investigate the issu&eshispheric specialisation of the
visual cortex and especially of the VWFA. A traditignbehavioural neuropsychological
method to study functional cerebral specialisation iftingaubjects is based on the use of
visual half-field presentation. The visual half-field ggatation technique takes advantages of
the crossing of the nasal optic fibres in the optic cheasihis implies that a stimulus
displayed in the right visual field (RVF) is initiallprojected and processed by the left
hemisphere (LH), whereas a stimulus presented in theiseial field (LVF) is received and
processed in the right hemisphere (RH).

To successfully manage unilateral stimulus present#tisnnecessary that the participant is
fixating centrally when the stimulus is presented. ldeorto maintain unilateral presentation
the stimulus presentation should be completed befosy@amovement towards the stimulus
can be executed and the stimulus is fixated upon. Saccasleapad eye movements that
move the fovea towards the target stimulus (Westheifr®#/3). The mean saccadic latency
ranges from 150 ms to 200 ms (Carpenter, 1988). The stimulasatuin this study was 200
ms, which has been suggested as an acceptable stimulusrexjpoe (Cohen et al., 2002).

When deciding where in the visual field to present the siite neuroanatomy of the visual
system must be taken into consideration. As mentioneddyehe nerve fibres of the primary
visual system are organized in such a way that stirag&ived by the temporal hemiretinae
are projected to the ipsilateral hemisphere, wher@asilsteceived by the nasal hemiretinae
are projected to the contralateral hemisphere. Homveigsilateral and contralateral
projections are not neatly divided and a certain amo@itverlap occurs between the two
visual fields as a result of crossover in the commasconnections in the corpus callosum
(Houzel et al., 2006). There for in order to maximise ¢hance for unilateral stimulus
presentation, it is important to present stimuli outside region of overlap. Estimates of the
size of this bilateral strip, range from 0.5° wide (Wya878) to 3° wide (Bunt et al., 1977).
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In the current study stimuli were presented at 4° froation. Lavidor and Ellig2003) have
suggested that, based on behavioural data, this bilataps gives not exist. Instead, they
proposed that the fovea is vertically split with eaeimi-fovea projecting to the contralateral
hemisphere. However, this finding should be treated withiarawind a wide range of
evidence supporting bilateral projection of stimuli presgfbdeeally is offered by Lindell and
Nicholls (2003).

One potential issue when presenting stimuli unilaterallyperipheral vision is that visual
acuity is highest at the fovea and decreases towarg@dhphery (Nazir et al., 1998, 1992).
Thus stimuli presented at different distances from ifsxaare not perceptually equivalent.
Besides, changes in peripheral acuity are not symragtwith nasal peripheral acuity being
poorer than temporal peripheral acuity (Regan and Bevedl®883). Thus, along with
controlling the distance of the inside edge of the stiswdifom central fixation, it is also
important to consider how wide the stimulus is. Thesidiet edge of a stimulus is perceived
with lower visual acuity, which may have consequerfoeshe processing of that stimulus,
particularly for stimuli such as words, as initial é&# are known to play an important role in
enabling stimulus identification (Brysbaert et al., 199@).cbunteract this lateralized bias in
the word processing process we decided to use verticallissipresentation (Eviatar, 1999).

Apart from lateralized stimulus presentation, stimudire also presented in the central visual
field (CVF) as reference condition reflecting thensard visual field for reading. FMRI was
used to study the neural networks during the visual processingowfs, pseudowords
(pronounceable letter strings), and false fonts (strofgérabic signs) in an event-related
design. Determination of the LI of the brain activatmattern was based on a ROI analysis.
The effects of visual field of presentation and stimulgse on the BOLD response were

guestioned using a ROI analysis.
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3.3 Methods

3.3.1 Participants

Sixteen healthy, right-handed (Edinburgh handedness invei@didijeld 1971) males (mean
age 25.19 years, range 21-31 years) with normal or correzteokinal visual acuity
participated in the study. Participants taking medicatidnich could affect the central
nervous system during the last six months were excludéd.paticipants grew up
monolingual, were German native speakers, and had no laigeveg Arabic. Only the fMRI
data of subjects who passed the attention task were idcliRli®@r to participation all
participants gave written consent according to the &atibn of Helsinki. Two participants
were excluded due to failure in data recording, and clinieakdground. This study was
approved by the local ethical commission.

3.3.2 Task, stimuli and fMRI Paradigm

A silent reading task with variable stimulus types @#&mpseudowords and false fonts) was
chosen. Words were high-imagery nouns (Fiebach and Fodgd2004) and matched for
usage frequency (Blair et al., 2002; Coney, 2005). Pseudowordgdl&om real words by
randomizing the letters, were pronounceable. Strings dfiéusigns were used as false fonts.
To control for subjects’ alertness during the experimeithout having non-language related
motor activation, a second task was included by a foutdgosy of stimuli: animal names.
The subjects were instructed to read the stimuli syeamd press a button, attached around
the upper leg, when the presented stimulus was an animme. righis fourth category was
later not included in the SPM model. All stimuli werenqmosed of four or five letters or signs
(Whitney and Lavidor, 2004; Lindell et al., 2002; Mechelli ef 2000) in a white font on a
black background presented vertically.

Stimuli were randomly presented centrally or lateeali£4° from fixation cross) every 3 500
ms for 200 ms, followed by a 3300 ms fixation cross. The @xpeeit consisted of three runs
which were randomized between subjects. Each run counted# w8 pseudowords, 48
false fonts and 12 animal names. For each categomulstivere equally divided over the
CVF, the LVF and the RVF. Between runs the words, pseacis and false fonts used, were
the same; only the presentation field was changed. Forfairth stimulus type, animal

names, stimuli were not repeated between runs.
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3.3.3 Imaging Parameters

Blood oxygen level dependent (BOLD)-fMRI was performed dn&aTesla Philips Gyroscan
Intera system (Philips Medical Systems, Netherlandish standard head coil. To verify
subject positioning and to plan axial (AC-PC) slice acquoisia sagital scan was obtained.
An echo planar F-weighted imaging sequence was acquired every 3 s during thdigin
using the following parameters: TR = 3000 ms, TE= 50 ms90°, FOV= 256 x 256 mm
matrix size = 64 x 64, voxel size = 4 x 4 x 4 @2 slices, and 203 volumes per session.
Functional scanning was always preceded by 15 s of dummy &zansure steady-state

magnetization.

Due to a time difference in image acquisition frequesnog stimulus presentation frequency,
there is a delay between image acquisition and stinpresentation called temporal jittering.
The advantage of temporal jittering is a better detectidhe BOLD response curve.

Subjects wore earplugs and the placement of foam padedatbe subjects’ head prohibited
movement. A MRI compatible response button was attacheghd the upper leg of the
subject easily accessible with the right hand. In tlag the subject was able to response with

a minimum of body movement.

3.3.4 FMRI Data Analysis

Preprocessing

Image processing was performed using SPM2, developed by theoWiellnstitue (London,
UK) running on MATLAB 6.1 (The MathWorks, Natrick, USA), bdsen the general linear
model (Friston et al., 1995 a and b). The individual subjist (evel) analysis included
following steps: (1) slice timing was used to correct differences in acquisition time
between slices; (2) motion correction was done byigeadent of all images to the first
image. Subjects whose images had more than one-voxeimatre rejected; (3) all images
were normalized to a standard MNI template brain; (4)iapsmoothing using a Gaussian
kernel of FWHM 8 mm; (5) modeling of the expected hemodyoaasponse function (hrf)
and first derivative (hrf’) with the appropriate eveatated design (only the former function
was used for statistical contrasts); (6) filteringha time series with the value of 128 s for the
cut-off period of the high-pass filter.
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Group Analysis (SPM2)

The results of the individual data analysis were suknhitb a random effect group (second
level) analysis. To reveal BOLD activation during visual gessing of false fonts,
pseudowords and words; a one sample t-test was conductesadbr of the following
contrasts: words CVF, words LVF, words RVF, pseudowords ,Qd4eudowords LVF,
pseudowords RVF, false fonts CVF, false fonts LVF, amgeféonts RVF. In a second part,
one sample t-test were performed for the contrastgadng lateralized with central stimulus
presentation (RVF and LVF > CVF; CVF > RVF and LVFY feach stimulus category
separately. Clusters were considered significant iy tieached an activation threshold of
Proreorr < .05 (voxel-level) angbeorr < .001 (cluster-level). Automated anatomical labelling

(AAL) software (Tzourio-Mazoyer et al., 2002) was usethtel the peak activations.

For the VWFA [sphere as described by Cohen et al. (20@2freex = -43 (LH) / x = 43
(RH), y = -54, z = -12 (Talairach space); diameter 5 rangmall volume correction was
accomplished. Peak activations were considered sigmififta the activation threshold of
Prorecorr < .05 (voxel-level). For words presented in the LVF theeshold was lowered to
Puncorr < .001 (voxel-level).

ROI Analysis

For those regions that revealed significant peak aativati the SPM group analysis, a ROI

analysis was conducted.

The ROI analysis used is based on the magnitude of sipaabe in a ROI defined by the
weighted values (Fernandez et al., 2001; Jansen et al., 2006). Ttks osed for the ROI
analysis are based on the masks in Marsbar_0.38.2 whicimatched to the MNI/ICBM
templates (Tzourio-Mazoyer et al., 2002). For each R@I symmetrical masks were built
one for the ROI in the LH and one for its” homologugha RH. As for the VWFA no
standard mask was available, a new mask was build basetieoVWFA coordinates
described by Cohen and colleagues (2002), a 5 mm sphere wita xen-43 (LH) / x = 43
(RH), y = -54, z = -12 (Talairach space). For each regionean maximum value was
calculated as the mean of those 5% of voxels showmdidihest level of activation in the
respective ROI. The threshold for inclusion in the dakion was then set at 50% of this
mean maximum value. The level of activation or signal intensity mipa was defined as the

mean value of all voxels exceeding the individually defineckgold.
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The hemispheric lateralization can be defined by a LI wiedased on the above described

ROI analysis. The following formula was used to caleutae LI:

LI = [(AL — AR)/(AL + AR)]

where AL and AR refer to values of fMRI-measured agtivor equal ROIs in the LH and
RH hemisphere. Results range from -1 to +1. A negataee represents RH dominance, a
positive value LH dominance as previously described by (Biredeml., 1996). Brain
activation pattern described by a LI value with |LI| < 0.20dassified as bilateral (Springer
et al., 1999).

3.3.5 Statistical Analysis

All statistical data analyses were performed witt5SPsoftware (SPSS 13.0). A repeated
measures ANOVA was used to analyse the interactiomeeet visual field and hemisphere.
Comparisons between the three stimulus categoriesd$wg@seudowords and false fonts)
were performed with the Friedman-Test, a non-parame&st for several dependent
variables. A following Sign-Test, a non-parametri¢ festwo dependent variables, was used
to conduct multiple comparisons to reveal which stimubagegories were significant

different.
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3.4 Results

3.4.1 Behavioural data

To be able to control for the participants’ alertnéssng the experiment a semantic decision
task was included by a fourth category of stimuli: animaies. The participant was
instructed to press a button, attached around the upper hheg, the presented stimulus was
an animal name. The stimulus category animal names hadcmrence of 12 out of 156
stimuli. For each subject and each visual field a meaaracy score was calculated as the
ratio of correct against the sum of correct, misgatifalse responses. Only the fMRI data of
subjects who passed the attention task (mean accuraey sdaD % for each visual field)
were included. The group mean accuracy score: CVF = 73BAdVS= 4.77; RVF = 62 %,
S.E.M. =5.61; LVF =67 %, S.E.M =5.59.

3.4.2 Effect of visual field

The visual processing of words, pseudowords and false fovesleel an overall bilateral
activation pattern in the occipital lobe and the fusif gyrus for all visual fields of stimulus
presentation (Fig 3.1, Table 3.1, Table 3.2 and Table 3.3).
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Fig 3.1 Effect of visual field (CVF = red; LVF = green; and RVFbtue) on visual processing of words, pseudowords, and false fonts.
Activation is projected onto 3D anatomical template. Clusters wensidered significant if they reached an activation threshqlebgb <

.05 (voxel-level) angb., < .001 (cluster-level).
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Despite the bilateral activation pattern, a repeatedsmre ANOVA assessed a significant
interaction, visual half-field x hemisphere, for tlegions of the occipital gyrus, the lingual
gyrus and the fusiform gyrus (see Fig 3.2 and last r@iwBable 3.1, Table 3.2, and Table
3.3). For those regions, the signal intensity changehigdeer in the hemisphere contralateral

to the visual field of stimulus presentation comparededghbilateral hemisphere.

The VWFA showed significant activation during the visual pssing of words and
pseudowords but not false fonts. Calculation of the thefVWFA revealed a high trend for
left hemispheric predominance. One exception was tlegebdl activation pattern of the
VWEFA during the visual processing of words presented in tHe (Table 3.1, Table 3.2, and
Table 3.3).

Comparison of visual half-field presentation with censtimulus presentation revealed a
higher activation in the calcarine sulcus, cuneus amgudl gyrus for lateralized versus
central stimulus presentation. In contrast, the ceattvation showed no increase in brain

activation compared to visual half-field stimulus preagon (Table 3.4.)

Fig 3.2: The mean BOLD signal
intensity change in the visual
cortex areas. The level of
activation or signal intensity
change was defined as the mean

value of all voxels exceeding
the individually defined
threshold. Error bars: +/- 1.00
S.E.
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false fonts (CVF)
MNI peak
co. activation
H BA x y z z-value

Sce L e
=
Cu L e
R e
GL L e

R 19 42 -82 -16 3.5¢

GOi L 19 -34 -70 4 4.42
R 18 28 -96 -6 3,9¢

GOm L 19 -34 -78 0 4.3¢
R 19 36 -88 22 3.8¢

[cTo N T —
R 19 24 -90 34  4.0¢

GF L e
R 19 44 -68 -16  4.3¢

VWFA L e

LI

-0.0¢

0.01

0.01

0.0C

false fonts (LVF)

MNI
co.
H BA x
Sce L 17 -4
R
Cu L
R 17 18
GL L 18 -12
R 18 22
GOi L
R 19 40
GOm L 18 -40
R 18 40
GOs L
R 19 26
GF L
R 19 36
VWFA L
R

y z

peak
activation
z-value

4.1C

4.01
3.97
4.71
4.37
3,84
4.24

4.9t

4.7€

LI

0.01

-0.07

-0.14

-0.2¢

-0.11

-0.14

-0.17

false fonts (RVF)
MNI

Sce L 17 0 -10C
R 17 8 -82
Cu I
R

GL L 18 -24 -80
R 18 16 -68

GOi L 19 -40 -80
R 19 30 -84

GOm L 19 -40 -74

R 19 38 -82
GOs L 19 -22 -84
R
GF L 19 -24 -64
R 19 42 -64
VWFA L e
R

z

peak

activation

z-value

4,8¢
3.57

4.8C
4,1¢

4,1¢
3.7

3.7¢
3,51

3.5¢

4.7C
4,74

LI

0.0z

0.0¢

0.0¢

0.1C

0.0%

0.11

repeated measures
ANOVA: VHF x H
p- value
n.s
n.s
< .00t
<.001
< .00t

<.0&

< .00t

n.s

Table 3.1: Brain regions identified by group analysis (SPM2) for visual processinfplse fonts presented in the CVF, LVF and RVF

(significance threshold: voxel-levptor-cor < .05, cluster-levep,r < .001). Peak activations in the VWFA were identified using dlsralume

correction for a 5 mm sphere with centre x = -43 (LH) / x = 43)(BHE= -54, z = -12 (Talairach space). Peak activations in {NWE-A were

considered significant for the activation threshol@@kcor < .05 (voxel-level). H = hemisphere, L = LH and R = RH.
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pseudowords (CVF)

Sci

Cu

GL

GOi

GO

GO:¢

GF

VWFA

19
19

19
18

37

MNI

co.

-50
36

-40
36

y Z

peak
activation
z-value

3.5¢
3.84

4.5¢
3.5

4.2z

3.74

LI

0.01

0.01

0.0¢

0.0¢

pseudowords (LVF)

Sce

Cu

GL

GOi

GOmr

GOs

GF

VWFA

o r-

BA

17

18
19

18

18

19

19

17

19

37
19

MNI
co.
X

18

-18

10

44

-12
24

-36
36

-44
44

-44
-62

-54
-56

z

-24
-16

-16
-20

peak
activation
z-value

3.9C
4.08

4.6€
3.8t
5.17
3.91
4.2¢
4.2¢
4.2¢

4.81

4.1z
3.64

LI

0.01

-0.02

-0.0¢

-0.0¢

-0.11

-0.0¢t

-0.0¢

0.1<

pseudowords (RVF)

Sce

Cu

GL

GOi

GO

GOs¢

GF

VWFA

o r-

BA

18
17

18
18

19
19

18
19

19
19

MNI
co.
X

-8
8

-12
12

-42
36

-16
24

-34
24

-48
44

-90
-86

-70
-62

-48
-56

4

12
30

-12
-10

-20
-20

peak
activation
z-value

4.7¢
4.74

4.8C
4.34

4.24
4.04

4,55
4.07

3.74
2.9z

LI

-0.0¢

0.04

0.0t

0.01

0.11

0.11

repeated measures
ANOVA: VHF x H
p-value
<.0t

n.s

= .05¢

n.s

n.s

Table 3.2: Brain regions identified by group analysis (SPM2) for visual processingseudowprds

presented in the CVF, LVF and RVF

(significance threshold: voxel-levekpr-cor < .05, cluster-levep.,r < .001). Peak activations in the VWFA were identified using dlsralume

correction for a 5 mm sphere with centre x = -43 (LH) / x = 43)(RH= -54, z = -12 (Talairach space). Peak activations inViWEA were

considered significant for the activation threshol@@kcor < .05 (voxel-level). H = hemisphere, L = LH and R = RH.
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words (CVF) words (LVF) words (RVF)
MNI peak MNI peak
co. activation LI co. activation LI
H BA x y z  z-value H BA x y z  z-value H BA
Sci L 19 -24 -66 8 3.6¢ -0.06 Scet L 18 -2 -86 O 424 -0.0¢ Sct L 18
R 17 12 -74 14 3.0¢ R 17 6 -70 8 3.6t R 19
Cu L e Cu L 18 2 -94 16 407 -0.0t Cu L 19
R e R R
GL L 18 -28 -92 -12 4.0 -0.0¢ GL L e -0.1¢ GL L 19
R 19 24 -92 -12 4.11 R 19 22 -62 -6 4.8C R 18
GOi L 19 -42 -82 -2 5.17 0.0C GOi L e -0.1C  GOi L 19
R 19 42 -72 -2 4.21 R 18 32 -84 -10 4.0 R
GOm L 18 -30 -96 2 514 -00z GOm L 19 -30 -72 22 3.66 -01C GOm L 19
R 19 26 -82 16 5.1: R 19 34 -8 14 3.6E R
GOs L 19 -22 -82 32 4.0 -0.0t¢ GO« L e -0.1¢ GO« L 18
R 19 22 -86 32 4.5¢ R 18 22 -94 10 3.84 R 19
GF L 37 -36 -56 -16 45C -0.0¢ GF L e -0.14 GF L 37
R 37 34 -40 -20 3.64 R 37 36 -44 -22 3.9t R
VWFA L -44 -56 -16 4.3C 0.11 VWFA L -44 -56 -20 2.8z -0.02 VWFA L
R 42 -54 -18 3.7¢ R -44 -56 16 3.31 R

MNI
co.

-2
28

peak
activation
z-value

4.47
4.41

4.3¢
4.9¢
4.01
4.8¢
4.62
4.0¢
3.81

4.6

3.2¢

LI

-0.0¢

0.0C

0.0z

0.1c

0.0¢

0.0z

0.11

0.12

repeated measures
ANOVA: VHF x H
p-value

n.s

n.s

<.00¢

<.001

= .05¢

<.001

n.s

Table 3.3:Brain regions identified by group analysis (SPM2) for visual processingafs presented in the CVF, LVF and RVF (significance

threshold: voxel-levabrpr-cor< .05, cluster-levab.r < .001). Peak activations in the VWFA were identified using dlsrolame correction for

a 5 mm sphere with centre x = -43 (LH) / x = 43 (RH), y = 54, -12 (Talairach space). Peak activations in the VWFAewensidered

significant for the activation threshold pfporeor < .05 (voxel-level) and for presentation in the LVF the threshokl lexgered tqyncor < .001

(voxel-level). H = hemisphere, L = LH and R = RH.
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words
MNI peak
co. activation
H BA x y z z-value

LVF and RVF > CVF
Sca L 17 -2 92 6 4.72
R 17 10 -82 2 415

GL L 18 -12 -78 2 432

CVF > LVF and RVF
no significant activations

pseudowords
MNI peak
co. activation
H BA x y z z-value

LVF and RVF > CVF
Sca L 17 -8 -82 14 5.41
R 17 8 -86 8 4.69
Cu R 18 18 -96 16 4.20

GL L 19 18 -50 O 4.47
R 19 -20 -56 -2 4.01

CVF > LVF and RVF
no significant activations

false fonts
MNI peak
co. activation
H BA x y z  z-value

LVF and RVF > CVF
Sca L 17 -8 -92 4 5.55
R 18 0 -90 12

GL L 17 10 -78 4 4.50
R 18 -14 -80 -8 4.01

CVF > LVF and RVF
no significant activatson

Table 3.4:Brain regions identified by group analysis (SPM2) for the contrastparimg visual half-field presentation with central visual field

presentation (significance threshold:voxel-lepgr-conr< .05, cluster-levabsr < .001). H = hemisphere, L =LH and R = RH.
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3.4.3 Effect of stimulus type

To examine if the signal intensity change in a ROI ddpem the stimulus type a Friedman-
test was performed. The Friedman-Test is a non-paranmteist for several dependent
variables. A following Sign-Test, a non-parametri¢ festwo dependent variables, was used
to conduct multiple comparisons to reveal which stimubagegories were significant
different. For LVF, the BOLD signal intensity changalue of the right fusiform gyrus was
significant higher for false fonts (mean BOLD signatensity change = 7.78, SEM = 0.62)
compared to words (mean BOLD signal intensity changes%, SEM = 1.09) (Friedman-Test
2=6.14, p < .05; Sign-Test p < .05). In contrast, the NQMFA (LVF), which is a part of
the fusiform gyrus, showed higher activations for wordsgn BOLD signal intensity change
= 2.77, SEM = 0.43) versus false fonts (mean BOLD signeahsity change = 2.43, SEM =
0.43) (Friedman-Test = 1.08, p = n.s.). For RVF, a significant differencedtivation was
found for the left VWFA during visual processing of wordsen BOLD signal intensity
change = 3.02, SEM = 0.48) and false fonts (mean = 1.51 SEM2} (Friedman-Test =
10.31, p < .01; Sign-Test p <.001).

-85 -



Chapter 3: The role of the left and right visual word form area (VIFilAisual processing of words

3.5 Discussion

When considering the BOLD response during the visual processmgraf, pseudowords
and false fonts, we found a higher signal change ine¢h@dphere contralateral to the visual
field of stimulus presentation compared to the ipsilhteeanisphere. This interaction was
found for most regions of the visual cortex. This findimgonsistent with the generality of
crossed visual input (Marzi, 1986). That no such interactias f@und for the calcarine
sulcus and the cuneus is probably due to the fact tleat #hough these two regions are
anatomically separately situated, on a slice they t§gcant to each other. To be able to
separate left and right hemispherical activations isehavo regions it might be necessary to
use both a higher image resolution, and a smaller smgoit@mel as done in this study, and

to flatten both areas before analyzing (Tootell et al., 1888¢l et al., 1997).

In contrast, for the VWFA a tendency for LH predomirameas assessed during the visual
processing of words and pseudowords. One exception wasldberdliactivation pattern of
the VWFA for the visual processing of words presented enLtViF. However, in both right
VWEFA (LVF) and left VWFA (RVF) the signal intensitghange was higher for words versus
false fonts. Ben-Shachar et al. (2007) also reported lehgensitivity for words than false
fonts or line drawings in left and right posterior occgiémporal sulcus (VWFA). Some
behavioural studies assume that presentation of wordsnion-standard visual format (e.g.
vertical) impedes the recognition of visually familiar saayetter and word-level features,
changing the processing strategy into letter-by-lettedtinga(Lindell et al., 2002; Chiarello,
1988). In the case of a letter-by-letter reading strategyspecific activation of the left
VWFA during word compared to pseudoword reading would be expesiadarly, several
other studies using horizontal stimulus presentation Haitled to uncover significant
differences between the visual processing of words and pseud® (Cohen et al., 2003;
Vigneau et al., 2005). These facts have been interpretegh &xtention of the left VWFA
specificity for all stimuli containing letters or supedtér features.

The only exclusion of a trend towards LH predominancén@MWFA activation pattern was
during word processing presented in the LVF. Words presdntéde LVF are initially
processed in the right visual cortex and showed a bilaaetalation pattern of the VWFA.
These findings support the hypothesis of Vigneau and collsa(f@95) that the visual
specialisation for words in the left VWFA relies omeirhemispheric interaction between the
left and right VWFA instead of relying on the regionaligion of activity in the left VWFA
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alone. Our data are congruent with the suggestion thatLlkhgredominance for word
recognition is the result of a reduced activity in théntrigWWFA controlled by the LH. The
fact that for processing pseudowords this effect wasnabgeints to the capability of at least
the right VWFA to distinguish between pseudowords and wews; in the case of vertical

presentation.

Even though we found a visual field x hemisphere intevaaturing processing of lateralized
presented stimuli, determination of the LI revealed dikdtactivation pattern for the visual
cortex, independent of the visual field of presentatidn.number of anatomical and
electrophysiological studies have revealed that callosahections are not restricted to the
vertical midline representation (bilateral stripe).raents, callosal connections are densely
packed along the border between areas 17 and 18, a regioepitesents the vertical midline.
Additionally the entire mediolateral extent of tla striate cortex (area 17), representing the
peripheral visual field, contains numerous callosal celtsl terminals. In the macaque
monkey it has been caculated that neural activity takesskt to pass from V1 to V4 and 12
msec to pass from V1 to MT (V5) (Maunsell and Schiller, 1984) adding to the above
values the time necessary for the conduction alongsalfibres (1-2 msec), Marzi (1986)
came up with a interhemispheric transmission timebolud 15 msec. Thus, although visual
information is initially received in the contralatereemisphere, the BOLD response,
measured by fMRI, is too slow (about 5 sec) to assesstiomlgontralateral activation in the
occipital gyrus after lateralized stimulus presentatio

Within the visual cortex the primary visual cortex is higtdginotopically organized (Tootell

et al., 1998, Engel et al., 1997). In higher visual areasetteptive fields become larger and
bilateral so that retinotopy decreases. The abseraetioétion for CVF in BA 17 and BA 18

might be due to the presence of the fixation cross irb#seline. As the fixation cross is
presented centrally, the corresponding neurons in borger 2//18 are activated. Central
presentation of other stimuli, activating the same oesiiof the visual cortex, would appear
not to further increase activation compared to the ixatcross. In contrast, stimulus

presentation in the left or right visual field activateher sets of neurons.

In conclusion, our findings of higher BOLD signal intéyschange in the hemisphere
contralateral to the visual field of stimulus presg@ota compared to the ipsilateral
hemisphere reflect the generality of crossed visual irfputher, we found that in both the
left and right VWFA the BOLD signal intensity chang@s highest for visual processing of
words compared to false fonts. Finally, the activatpattern of the VWFA was left
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lateralized, except for words initially processed in tight visual cortex. The bilateral
activation of the VWFA for words presented in the Lb# not in the RVF or CVF, suggests
that the superiority of the left VWFA for recognitioromds is the result of a reduced activity

in the right VWFA under left hemispheric control.
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Chapter 4: Processing of linguistic information received in theotvg” hemisphere

4.1 Abstract

The apparently symmetrical cerebral hemispheres of hiln@an brain are functionally
specialised, e.g. language processing is mainly organiz#tk iteft hemisphere (LH). The
current event-related fMRI study attempted to identiigwhlinguistic information is
processed in the subdominant, right hemisphere (RH) g ulse visual half-field technique
and central presentation as reference. The advantape wisual half-field technique is that
the information initially arrives selectively in theHRor LH. Brain activation was measured in
16 right-handed, healthy males during phonological and s@mardcessing. The spatial
extent of activation as well as the lateralizatindex (LI) was defined based on region of
interests (ROI) analysis method represented by Jansah €006). Analysis of the data
revealed, independent of the field of stimulus presemateft hemispheric predominance
during phonological processing, and a bilateral pattern glgemantic processing. However,
the spatial extent of activation did not differ subjéxtthe field of stimulus presentation
during neither phonological nor semantic processing. Ourltsesuggest that linguistic
information received in the subdominant RH, is interhphmesic transferred to the LH for
phonological processing. Semantic processing in contrasr®® the specialised and in the
non-specialised hemisphere.
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4.2 Introduction

The human brain is characterised by two apparently synualecerebral hemispheres.
However, the functions attributed to each half of tmain are very distinct. A relative
specialisation of the LH for language processing has beeognised since the late ™9
century. Based on the data from aphasic patients watim tesions a “classical model” of
language organization was popularized. Generally this modphasized the role of three
cerebral regions within the LH: Broca’s area (Broca, 1861he left inferior frontal lobe, for
planning and executing speech; Wernickes’ area (Wernicke, 1874)eirleft posterior
superior temporal region, for the analysis and ideatiion of speech; and the angular gyrus
described by Dejerine (1891, 1892), for orthographic to phonolodgezaiding during reading
(Binder et al., 1997; Nevill and Bavelier, 1998). In 1874, Jathsmposed an alternative
concept of functional neuroanatomy of language which indi@eimportant role of the RH.
According to Jackson, the RH plays a role in the rmagdtmatic use of words, whereas in the
LH the automatic use of words merges into voluntary fiseoods into speech.

Subsequently, a variety of methods have been employstidy hemispheric specialisation
for language. Patients whose corpus callosum had beectegdsto prevent the spread of
epileptic seizures from one hemisphere to the othewed researchers to test each
hemisphere in isolation. Studies on patients with bdaimage restricted to one hemisphere
gave insight into which language function the lesionedregias responsible for. In the past,
intracarotoid amobarbital anaesthesia, also knownea¥Vidda test, was a frequently applied
invasive method to define the hemispheric language dominanze tpriepileptic surgery
(Wada and Rasmussen, 1960). The problem with patient studies isne must be attentive
to the fact that following brain damage a reorganisatiotie brain might take place. Thus,
the information from these studies can not, withostrieions, be applied on the scheme of
language processing in healthy individuals. To study language caganisn the healthy
population more modern, non-invasive techniques such as doattiranscranial Doppler
sonography and functional magnetic resonance imagind@lIjfMan be employed. The
findings of these non-invasive techniques are congruentw¥itt is known on the basis of
WADA tests and the neuropsychological literature of rorigisions (Knecht et al., 1998;
Binder et al., 1996).

Nevertheless most laterality research has been rpetb on a behavioural level, using
techniques such as dichotic listening or visual half-fieldsg@meation. During a dichotic
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listening task, stimuli, most commonly consonant-vowdbgy¢s or monosyllabic words, are
presented simultaneously to the participant via ear phaomkesha subject has to report what
he/she has heard. Although there is a bilateral profeofi@uditory information to the cortex,
the contralateral projections from each ear overpddateral projections, so that the left ear
has better communication with the RH, whereas tiet @ar has preferential acces to the LH
(Kimura, 1967). The visual half-field technique involves thespntation of stimuli in the left
or right visual field (LVF or RVF) for a very shorinte (about 200 ms). This duration is
chosen to minimize the possibility of saccadic eyav@ments. During the presentation of
lateralized stimuli, the gaze of the participantsixateéd on a centrally presented fixation
cross. This technique takes advantage of the anatonheofigual pathway as the temporal
hemiretinae project ipsilateral, while the nasal hetimage project contralateral. Thus, stimuli
presented in the LVF or RVF are initially processecdhin contralateral hemisphere (Bourne,
2006). The processing capability of each hemisphere is desdnilderms of reaction times
and/or numbers of errors in response to stimuli ptegeim the contralateral visual field or
ear. The prediction in these behavioural studies is ihdividuals with LH language
dominance will show a RVF advantage for a visual halfiftask and a right ear advantage
for a dichotic listening task. People with RH language dongeawill show the reverse

advantage.

In the current fMRI study, we investigated the hypothé&sianformation processing in the
non-specialised hemisphere proposed by Hunter and Brys2888). They suggested that
information arriving in the subdominant hemisphere eitbquires interhemispheric transfer
to reach the dominant hemisphere or is processed nndy sby the less specialised
hemisphere. We have examined this hypothesis for the thsguostic processing.

Nowadays, neuroimaging offers not only the opportunitydedine which regions are
involved, but also how language processing is accomplishetle broadest sense, language
processing entails different components such as thesaalyword forms (orthography), the
analysis of word pronunciation (phonology), the analysdiword meaning (semantics), the
analysis of sentences (syntax) and in most casesaisory and motor components (Fiez and
Petersen, 1998; Small and Burton, 2002).

In our study we selected two components of language progesaimely phonology and
semantics. The brain activation pattern associateth whonology was assessed by
subtracting the BOLD response during reading of pseudowordso{pro@able letter strings)
with the BOLD response during reading of false fonts. @aion of the BOLD reponse
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during reading of words versus the BOLD response duringreéhding of pseudowords,
revealed the brain activation pattern for semantioc@ssing. The stimuli: words,
pseudowords and false fonts were presented at random iarttralwisual field (CVF), RVF
and LVF using an event-related design. CVF stimulus praSentwas included as reference
condition reflecting the standard visual field for readiased on the results of the
substraction method we conducted a ROI analysis to defindltlaad spatial extent of
activation as described by Jansen et al. (2006). The edfestsual field of stimulus

presentation on the BOLD response was examined by aRysis.
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4.3 Methods

4.3.1 Participants

Sixteen healthy, right-handed (Edinburgh handedness invei@ddifeld 1971) males (mean
age 25.19 years, range 21-31 years) with normal or correzteokinal visual acuity
participated in the study. Participants taking medicatidnich could affect the central
nervous system during the last six months were excludéd.paticipants grew up
monolingual, were German native speakers, and had no lkageveg Arabic. Only the fMRI
data of subjects who passed the attention task were idcliRi®r to participation all
participants gave written consent according to the &atibn of Helsinki. Two participants
were excluded due to failure in data recording, and clinieakdground. This study was

approved by the local ethical commission.

4.3.2 Task, Stimuli and fMRI Paradigm

A silent reading task with variable stimulus types @#&mpseudowords and false fonts) was
chosen. Words were high-imagery nouns (Fiebach and Fodgd2004) and matched for
usage frequency (Blair et al., 2002; Coney, 2005). Pseudowordsgdl&om real words by
randomizing the letters, were pronounceable. Strings dfiéusigns were used as false fonts.
To control for subjects’ alertness during the experimeithout having non-language related
motor activation, a semantic decision task was included ligurth category of stimuli:
animal names. The subjects were instructed to read thalissilently and press a button,
attached around the upper leg, when the presented stimatuammanimal name. This fourth
category was later not included in the SPM model. ththisli were composed of four or five
letters or signs (Whitney and Lavidor, 2004; Lindell et 2002; Mechelli et al., 2000) in a
white font on a black background presented vertically.

Stimuli were randomly presented centrally or lateealiZ4° from fixation cross) every 3500
ms for 200 ms, followed by a 3300 ms fixation cross. The @xpeeit consisted of three runs
which were randomized between subjects. Each run counted#® w8 pseudowords, 48
false fonts and 12 animal names. For each categomulstivere equally divided over the
CVF, LVF and RVF. Between runs the words, pseudowords asd fahts used, were the
same; only the presentation field was changed. Forotlnehf stimulus type, animal names,

stimuli were not repeated between runs.
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4.3.3 Imaging Parameters

Blood oxygen level dependent (BOLD)-fMRI was performed dn&aTesla Philips Gyroscan
Intera system (Philips Medical Systems, Netherlandish standard head coil. To verify
subject positioning and to plan axial (AC-PC) slice acquoisia sagital scan was obtained.
An echo planar F-weighted imaging sequence was acquired every 3 s during thdigin
using the following parameters: TR = 3000 ms, TE = 50 ms90°, FOV = 256 x 256 mm
matrix size = 64 x 64, voxel size = 4 x 4 x 4 @2 slices, and 203 volumes per session.
Functional scanning was always preceded by 15 s of dummy &zansure steady-state

magnetization.

Due to a time difference in image acquisition frequesnog stimulus presentation frequency,
there is a delay between image acquisition and stinpresentation called temporal jittering.
The advantage of temporal jittering is a better detectidhe BOLD response curve.

Subjects wore earplugs and the placement of foam padedatbe subjects” head prohibited
movement. A MRI compatible response button was attacheghd the upper leg of the
subject easily accessible with the right hand. In tlag the subject was able to response with

a minimum of body movement.

4.3.4 FMRI Data Analysis

Preprocessing

Image processing was performed using SPM2, developed by theoWiellnstitue (London,
UK) running on MATLAB 6.1 (The MathWorks, Natrick, USA), bdsen the general linear
model (Friston et al. 1995a and b). The individual subjédt (level) analysis included
following steps: (1) slice timing was used to correct differences in acquisition time
between slices; (2) motion correction was done byigeadent of all images to the first
image. Subjects whose images had more than one-voxeimatre rejected; (3) all images
were normalized to a standard MNI template brain; (4)iapsmoothing using a Gaussian
kernel of FWHM 8 mm; (5) modeling of the expected hemodyoaasponse function (hrf)
and first derivative (hrf’) with the appropriate eveatated design (only the former function
was used for statistical contrasts); (6) filteringha time series with the value of 128 s for the
cut-off period of the high-pass filter.
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Group Analysis (SPM2)

The results of the individual data analysis were suknhitb a random effect group (second
level) analysis. Following tests were conducted for tiwee visual fields of stimulus
presentation (CVF, RVF LVF): (1) one sample t-testsgweal BOLD activation during
semantic processing (words > pseudowords); (2) one sampgtstshowing phonologic
(pseudowords > false fonts) related BOLD activation. €€hsswere considered significant if
they reached an activation thresholdpgfcor < .001 (voxel-level) angbeor < .05 (cluster-
level). In a second step, a lower threshold for seéimgnocessing was includedokel-level
Puncor < .001; cluster-size < 20 voxel). Automated anatomicallllabe(AAL) software
(Tzourio-Mazoyer et al., 2002) was used to label the paakations.

ROI Analysis:

Lateralization Index and Spatial Extent of Activation

Based on the results of the group analysis (SPM2), @ls Rere selected. A ROI analysis
was conducted to define the LI and spatial extent of amivér number of activated voxels)
in these ROIs.

To calculate a LI on the basis of fMRI data varioughods have been introduced. Roughly
they can be divided into two categories. Either Lcgkition is based on the extent of the
activated brain region (number of active voxels in d)RBinder et al., 1996; Knecht et al.,
2003) or on the magnitude of the fMRI signal change in a RQicg¢ék et al., 2003;
Fernandez et al. 2001). An overall problem although isdhastness and reproducibility of
LI calculation. Jansen et al. (2006) evaluated diverseadstbn those two parameters and
found that the lateralization of a cognitive functionswzest described by thresholded signal
intensity changes where the activity measure wasdbasesignal intensity changes in those
voxels in a ROI that exceeded a predefined activation. |®rebasis of the high reproducible
and robust character of Jansen’s method and the pogstbilidecrease the influence of
eventual noise, we decided not only to use this methadd fdetermination, but also to define

spatial extent of activation in a ROI.

Thus, the LI was calculated as described by Fernandez (@08lL) and Jansen et al. (2006)
based on the magnitude of signal change in a ROI defined hwetighted values. A first
step was to accomplish two masks for each selected R@l.nfasks used for the ROI
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analysis are based on the masks in Marsbar_0.38.2 whicimatched to the MNI/ICBM
templates (Tzourio-Mazoyer et al., 2002). For each Rl symmetrical masks were built
one for the ROI in the LH and one for its” homologndhie RH. For each region a mean
maximum value was calculated as the mean of those 5% of vekelsing the highest level
of activation in the respective ROI. The thresholdifictusion in the calculation was then set
at 50% of this mean maximumvalue. The level of activation or signal intensityange was
defined as the meanvalue of all voxels exceeding the individually definecetinold and the

volume of activation or spatial extent was calculaas the number of these voxels.

The hemispheric lateralization can be defined by a LI wiedbased on the above described

ROI analysis. The following formula was used to caleutae LI:

LI = [(AL — AR)/(AL + AR)]

where AL and AR refer to values of fMRI-measured agtivor equal ROIs in the LH and
RH hemisphere. Results range from -1 to +1. A negataee represents RH dominance, a
positive value LH dominance as previously described by (Biredeml., 1996). Brain
activation pattern described by a LI value with |LI| < 0.20dassified as bilateral (Springer
et al., 1999).

4.3.5 Statistical Analysis

Statistical data analysis was performed with SPS3vaodt (SPSS 13.0). A repeated measures
ANOVA was used to analyse the interaction between vigeldl of stimulus presentation and
hemisphere. Comparisons between the three visual f@¥4, LVF and RVF) were
performed with the Friedman-Test, a non-parametricfoesseveral dependent variables. A
following Sign-Test, a non-parametric test for two dejsnt variables, was used to conduct
multiple comparisons to reveal which stimulus preseniatfields caused significant
differences in LI value or spatial extent of activatidn case the data were restricted to two
out of three visual fields a Wilcoxon Signed Rank Testoa-parametric test for two

dependent samples was conducted.

-97 -



Chapter 4: Processing of linguistic information received in theotvg” hemisphere

4.4 Results

4.4.1 Behavioural data

To be able to control for the participants’ alertnéssng the experiment a semantic decision
task was included by a fourth category of stimuli: animaies. The participants were
instructed to press a button, attached around the upper heg, thve presented stimulus was
an animal name. The stimulus category animal names hatcmrence of 12 out of 156
stimuli. For each subject and each visual field (VF)eamaccuracy score was calculated as
the ratio of correct against the sum of correctsedsand false responses. Only the fMRI data
of subjects who passed the attention task (mean accscacy > 50 % for each visual field)
were included. The group mean accuracy score: CVF = 73BdVS= 4.77; RVF = 62 %,
S.E.M. = 5.61; LVF = 67 %, S.E.M = 5.59. Accomplishmenthef Friedman-Test, a non-
parametric test for several dependent variables reveatedsignificant difference in
performance between the visual fields of presentation 8.17, n.s.).

4.4.2 FMRI Group Analysis

Phonological processing (Fig 4.1 and Table 4.1) produced a wadespnd robust respons in
the inferior frontal gyrus (pars triangularis and parsrogaris), the precentral gyrus, super
motor area and insula. Activation in the parietal lobwkes restricted to lateral stimulus
presentation. For RVF presentation a BOLD signal es@evas also observed in the fusiform
gyrus. The BOLD activations were also found in the mtali regions: lingual gyrus, cuneus

and calcarine sulcus.

The network associated with the processing of semantsssmaller for lateral, especially
LVF, versus central stimulus presentation (Fig 4.2 andeTdlft). For LVF presentation, a
BOLD signal increase was located frontal in the middémtal gyrus and inferior frontal

gyrus pars orbitalis, and in the inferior parietal lobllateralized presentation in the RVF
included also activation in the middle frontal gyrus amel inferior parietal lobule. Further
signal increases were found in the middle temporal gytesuneus, middle and anterior
cingulated cortex. CVF presentation activated a networkgibns including the middle and
superior frontal gyrus, the inferior frontal gyrus pamdbitalis, the inferior and middle

temporal gyrus, fusiform gyrus and inferior parietalul@b Further activations were found in
the precuneus, middle and anterior cingulated cortex @nnhididle occipital gyrus.
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The BOLD activations in the occipital regions: midadlecipital, lingual gyrus, cuneus and
calcarine sulcus were excluded from further analysibesetregions are competent for visual

but not specific for phonological or semantic procesdindefrey et al., 1997).

Fig 4.1: Phonological
processingCVF = red; LVF =
green; and RVF = blue).
Activation is projected onto 3D
anatomical template. Clusters
were considered significant if
they reached an activation
threshold ofpyncor < .001 (voxel-
level) and peor < .05 (cluster-

level).

Fig 4.2: Semantic processing
(CVF = red; LVF = green; and
RVF = blue). Activation is

projected onto 3D anatomical
template. Clusters were
considered significant if they
reached an activation threshold
of Puncorr < .001 (voxel-level) and

Peorr < .05 (cluster-level).
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pseudowords > fasle fonts (CVF)

MNI peak
co. activation LI
H x 'y z z-value
GFi pars L -56 10 18 4.43 0.18
opercularis R~ --e-eee
GFi pars L e
triangularis R~ ——-----
GPrc L -48 4 40 4.16 0.13
R e
INS -0.10
R 38 22 4 3.98
SMA L 4 10 58 4.07 0.04
R s
GF L e
R e
LPi L e
R e
GL L -20 -78 8 4.04
R e
Cu I
R -
Sca L -10 -78 2 3.85
R e

pseudowords > faléents (LVF)

MNI peak
co. activation
H x y z z-value

GFi pars L -38 6 20 4.64
opercularis R

GFi pars L -38 26 16 4.03
triangularis R

GPrC L -48 8 36 4.81

INS L -28 24 4 3.68

SMA L -4 2 66 4.98
R

GF L s
R -

LPi L -28 -48 42 439
R 38 -44 36 3.61

GL L e
R e

Cu L -
R -

Sca L 8 -80 6 422
R e

pseudowords > false fonts (RVF)

MNI peak
LI co. activation = LI
H x y z z-value
0.24  GFipars L 42 8 26 4.23 0.21
opercularis R —--eeee
0.19 GFi pars L -40 14 28 4.21 0.18
triangularis R 54 34 28 3.37
0.19 GPrC L -46 8 34 684. 0.23
R e
0.02 INS L -28 24 -2 4.79 0.03
R 36 24 4 4.09
0.03 SMA L 6 8 54 4.36 H.0
R e
GF L -44 -58 -16 3.62 0.06
R e
0.12 LPi L -32 -52 48 4.07 0.16
R
GL L e
R -
Cu L 0O -80 16 4.05
R e
Sca L -14 -76 8 4.02
R 6 -8 8 3.74

repeated measures

ANOVA: VHF x H

p-value

n.s.

n.s.

n.s.

n.s.

n.s.

n.s.

n.s.

Table 4.1: Brain regions identified by group analysis (SPM2) for phonological procesinguli werepresented in the CVF, LVF and

RVF (significance threshold: voxel-levRlncorr < .001; cluster-levgbeor < .05). H = hemisphere, L = LH and R = RH.
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words > pseudowords (CVF) words > pseudowords (LVF) wards > pseudowords (RVF)
MNI peak MNI peak MNI peak repeated measures
co. activation LI co. activation LI co. activation LI ANOVA: VHF x H

H x y z z-value H x y z z-value H x y z  z-value p-value

GFm L -30 26 42 4.02 0.03 GFm L -34 22 42 4.17 -0.07 GFm L -30 38 18 433 0.03 n.s.
R 16 46 -4 4.27 R e R 24 32 38 3.66

GFs L -16 16 38 4.27 -0.02 GFs L GFs L e
R 26 38 4 4.27 R e R e

GFipars L -32 34 -6 2.80 -0.09 GFipars L -20 32 -4 3.62 -0.06 GFipars L e n.s.

orbitais R -eeeeeeee orbitais R e orbitalis R —emeeeeeee

GTi L -40 8 -36 2.99 -0.02 GTi [ GTi L e
= T — = T — = e —

GTm L e 0.06 GTm L e GTm L e 0.00 n.s.
R 44 52 6 4.08 R e R 38 -62 8 2.96

GF L -26 -72 -10 3.37 -0.02 GF L e GF L e
R 28 -78 -12 2.97 R R e

LPi L 40 -54 32 3.25 0.07 LPi L -52 -54 44 4.12 0.07 LPi L -54 -48 38 3.59 0.06 n.s.
R R R -

PCu e -0.04 PCu L e PCu L -12 -48 18 3.81 -0.02 n.s.
R 8 -64 48 4.69 R R

MCC L -16 16 38 4.27 -0.01 MCC L e MCC L -6 -44 44 4.86 -0.05 n.s.
R 4 12 38 3.93 R e R e

ACC L 0 18 28 3.13 0.00 ACC L e ACC L -8 30 16 3.10 0.01 n.s.
R R e R e

GOm L -18 -96 8 3.74 GOm L e GOm L e
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Table 4.2: Brain regions identified by group analysis (SPM2) for seéimgrocessing. Stimuli were
presented in the CVF, LVF and RVF (significance threshatatel-level pyncor < .001; cluster-level

Peorr < .05; and Italic print significance threshold: voxel-lgwgcor < .001; cluster-size of 20 voxel). H
= hemisphere, L = LH and R = RH.

4.4.3 Ll and Spatial Extent of Activation

The LI values are presented in Table 4.1 and Table 4.2.oRigpeal processing was

associated with predominant leftward activation of thegm&al gyrus, the inferior frontal

gyrus pars triangularis and pars opercularis. Insula supér motor area activation were
bilateral. The temporo-parietal activation pattern wasatdrial with a tendency for LH

predominance.The BOLD response during semantic processirigydidman overall bilateral

activation pattern.

Based on these anatomical features of the visual pgthweaperformed a repeated measures
ANOVA to detect a visual field x hemisphere interactwith higher BOLD signal intensity
change in the contralateral versus the ipsilateratisghere. The results of the repeated
measures ANOVA revealed no significant visual field misphere interaction for any ROI
(Table 4.1 and Tabel 4.2).

The effect of the visual field (CVF, LVF and/or RVF) dme LI value or spatial extent of

activation was assessed conducting a Wilcoxon Signe#t Rast, a non-parametric test for
two dependent samples, or a Friedman-Test, a non-pai@artest for several dependent
variables. In case a Friedman-Test was calculatetioaving Sign-Test, a non-parametric test
for two dependent variables, was used to conduct multgueparisons to reveal for which

visual fields the values were significant different. BdrROIs the LI values and the spatial
extent of activation did not differ subject to the digf stimulus presentation during neither
phonological nor semantic processing (Table 4.1, TabeFg2.3 and Fig 4.4).
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Fig 4.3: Spatial extent of activation during phonological processingtiorulus presentation in the
CVF, LVF and RVF. Error bars: +/- 1.00 S.E.
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Fig 4.4: Spatial extent of activation during semantic proces$&ingstimulus presentation in the
CVF, LVF and RVF. Error bars: +/- 1.00 S.E.
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4.5 Discussion

Our results suggest that linguistic information received he subdominant RH, is
interhemispheric transferred to the LH for phonologjmadcessing. Semantic processing in
contrast occurs in the specialised and in the non-alsssd hemisphere.

By employing a visual half-field technique the visual infotiora is initially selectively
received and processed in the right or left visual cqBexirne, 2006). In an earlier study on
visual processing of false fonts, pseudowords and words wetigély assessed a higher
BOLD signal intensity change in the visual cortex calateral to the visual field of stimulus
presentation. However, the activation pattern relatgzhtmology or semantics in the current
study did not reveal a visual field x hemisphere intéwact supporting the idea of
hemispheric specialisation for both processes.

Indeed, assessment of LI values revealed, during phonalggincessing left lateralization in
the frontal region including the inferior frontal gyrpars opercularis and pars triangularis,
and precentral gyrus. Also other research involving plogicdl processing has implicated
the inferior frontal region and adjacent areas (Shayeti al., 1995; Xu et al., 2001). As the
left lateralization of the frontal region is stalaled independent of the visual field of stimulus
presentation our data suggest that this LH dominance reshé of interhemispheric transfer
of information. This implies that linguistic informatioaceived in the RH is transferred to the
LH to enable phonological processing. Semantic procgssitivated, for all three visual
fields, a bilateral pattern. In accordance with Huntet Brysbaerts’ hypothesis (2008), the
observed activation pattern might be the result @hlprocessing in the specialised and
slower, non-specialised hemisphere. A bilateral aptimgoattern for semantic processing has
been reported before (Kiehl et al., 1999). Otherwisaritreot be excluded that the processing
of the semantic task used in this study is not hemispdielateralized. The absence of a
visual field x hemisphere interaction in that case,hinlge due to the fact that the effect of
stimulus presentation becomes smaller as the informptiogresses gradually from posterior
to anterior in the brain.

An increase in activation of a region can be marked byeain signal intensity, but also in a
growth of spatial extent of the BOLD response. Noctftd visual field on spatial extent of
the activation during both semantics and phonology wssssed.

Remarkably the number of regions identified as being path®fsemantic network was
reduced when the linguistic information was first receivetthe non-specialised RH. Possible
explanations are that information is lost in the casanterhemispheric transfer; or that
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linguistic information is not entirely processed as Ri¢ network is not as developed as the
LH language network. Even though, the performance scoeescd directly associated with
the discussed activation pattern, they showed no signifivisual field effect. This implies
that neither information is lost, nor incompletely prssed. Instead, the restricted semantic
network for LVF stimulus presentation is probably dueatarge individual variability as the
SPM2 group analysis only represents those regions wrechctivated in each subject.

The language processes investigated in the current studyasirgh analysis of the
pronounciation of written words (phonology) and retrleefavord meaning (semantics). The
inferior frontal gyrus is involved in both processingpsd. Previous studies (Poldrack et al.,
1999; Fiez, 1997) have shown that this region is functionatlyegated; pars orbitalis is
suggested to be involved in semantic processing whereas gparsularis and pars
triangularis are related to phonological processing. Gthlies (Roskies et al., 2001; Zatorre
et al., 1992) suggest that the sub-regions, pars opercartatipars triangularis of the inferior
frontal gyrus, are differently involved in semantic @adriangularis) and phonological
processing (pars opercularis). We did not obtain this immek isolation between pars
triangularis and pars opercularis for the employed tadkes.inferior frontal region is believed
to be involved in short-term memory (Grensbach and Kdsc®003). Activation of futher
frontal areas: precentral gyrus, insula and supper moé&ar laave been reported as being
implicated amongst others in producing verbal and non-vvenbsor responses to tasks, and
in the maintenance of phonological representations (Hatled., 1993). Extensive left frontal
activation including the anterior cingulated cortex duringgleage processing has been
previously reported (Binder et al., 1997; Price et al., 199@ajli€s of patients with Broca's
aphasia have demonstrated that the characteristicdingdeficits are associated with lesions
usually involving the inferior frontal gyrus, middle frahigyrus, insula, pre-and postcentral
gyri, or anterior parietal areas (Mohr, 1976; Mohr etLl@l78). Processing of pseudowords, in
contrast to words, tends to elicit greater activationthe left inferior frontal gyrus (Mechelli
et al., 2003). A conceivable explanation is that pseudowatdste semantic representations
more strongly than real words because a more prolongechsi®r the missing representation
occurs (Price et al., 1996a). This hypothesis might alsappded on our data as the left
inferior frontal gyrus pars triangularis and pars oplarts; and adjacent regions were
significant activated during phonological (reading pseuddworreading false fonts) but not
semantic processing (reading words > reading pseudoworls)fusiform gyrus and the
inferior parietal lobule, in particular the angular ggjrare classically involved in early visual
processing of words and letter strings (Grensbach andhkks 2003). The middle and
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superior frontal gyrus showed activation during semabiit,not phonological processing.
This finding is consistent with other studies reportingolmement of these regions in e.g.
semantic decision tasks and semantic memory taskst(&ral., 1999). Functional activation
of the precuneus, and middle cingulate cortex during seenpricessing was also found
during a semantic decision task contrasted with a take(&inder et al., 1997). Binder and
colleagues hypothesized that as much of this region prplualcides with retrosplenial
cortex (Vogt, 1976), which has connections with hippocampushjpgocampus (Mufson
and Pandya, 1984; Suzuki and Amaral, 1994), and anterolatsabddhalamus
(Sripanidkulchai and Wyss, 1986), it might be involved in mgnfonctions. However, LH
lesions in this general region reportedly cause a verbaéstic syndrome (Valenstein et al.,
1987; Rudge and Warrington, 1991). Retrosplenial activation mmanefore be related to
memory encoding processes that accompanied performatioe sgmantic task.

First, our results suggest that linguistic informatiomtially received in the right, non-
specialised hemisphere, is one hand hand transferrd teft specialised hemisphere but on
the other hand also processed in the RH. The networkgidirs associated with semantic
processing, in case of LVF stimulus presentation, fedealarge individual variability.
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Chapter 5: Menstrual cycle-depemdent progesterone fluctuation affeetsamntic network involving
both hemispheres

5.1 Abstract

About 95% of right-handed men have a left hemispheric isigation for language. In
contrast, data on language organisation in women are amiigBome studies report a left
hemispheric predominance, whereas others mention bildtsrgliage organization. It is
supposed that this ambivalent picture might be associatedchanges in gonadal steroid
levels in blood during the menstrual cycle. However, gonddedid effects are complex and
their role in functional cerebral lateralization ssill open to discussion. To investigate
changes in language organisation during the menstrual eyelepnducted an event-related
fMRI study during semantic and phonological processingrdup of fourteen healthy, right-
handed, naturally cycling women was measured twice, daodeg the menstrual and once
during the midluteal phase of the cycle. Data analysigealed that during semantic
processing, salivary progesterone levels correlated palgitwith brain activity of the left
superior frontal gyrus, left middle and inferior ocaigyri and bilateral fusiform gyrus. For
the left superior frontal gyrus the midluteal phase associated with an increase in volume
of activation. In contrast, the brain activationtpat for phonological processing did not
change significantly across the menstrual cycle. Inclosion, the effect of serum
progesterone levels on brain activity is task and regj@tific.
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5.2 Introduction

The left hemisphere (LH) is functionally specialised llmmguage processing in the majority
(about 95%) of right-handed men. A much debated issue howsveow language is
organized in women. The findings of functional neuroimagtngiss on this topic are rather

ambiguous.

Frost and colleagues (1999) observed in both sexes a stfotagdralization in the activation
pattern during a semantic decision task. There resufts based on a whole brain voxelwise
comparison and a ROI analysis using both the spatiahtefttember of activated voxels) and
magnitude of activation. Also Halari et al. (2006) did fiod sex differences in brain
activation pattern during a verbal fluency task (clustaalysis). Shaywitz et al. (1995)
reported sex differences in the pattern of activation duripgamological (rhyme judgment)
task. A ROI analysis based on the extent of actimatvealed that brain activation in males
was lateralized to left inferior frontal gyrus; felemhad a more diffuse activation pattern that
involved both the left and right inferior frontal gyrds PET study (Jaeger et al., 1998), using
both reading tasks and language production tasks, reportedrhidatae for the reading task
in both sexes. However for the language production taskddta suggested a greater degree
of left lateralization for men compared to women. fMRI study by Vikingstad et al. (2000)
examined the pattern of lateralization during two langyzgadigms: silent picture naming
and silent verb generation by calculating a Lateradisatndex (LI) based on the spatial
extent of activated tissue in each gyrus. They founchates language to be left lateralized,
whereas in women, approximately half had left lateratimaand the other half had bilateral
language representation.

It is supposed that this ambivalent picture of language aag@om in women might be
associated with changes in gonadal steroid levels in bloochgdiine menstrual cycle.
Concentrations of gonadal steroid hormones fluctuate lasthlevels at the menses and high
levels during the follicle and luteal phase. Behaviowtldies using visual half-field
presentation to study functional lateralisation in woinawve provided a somewhat confusing
picture. Heister et al. (1989) tested the same women duomg different cycle phases
(menstruation, follicular phase, luteal phase and gremenstrual phase) using a lexical
decision task (left hemispheric task) as well agyarél comparison task (right hemispheric
task). For the lexical decision task no change in r@ad¢ime throughout the menstrual cycle
was observed. The asymmetry in reaction time forithedl comparison task decreased from
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a right hemisphere (RH) superiority during menstruation biateralism during the
premenstrual phase. Using the same stimulus paradigintasks, Rode et al. (1995)
confirmed the results observed by Heister et al. (19&3%)oitrast, Hausmann and Guntirkin
(2000) and Hausmann et al. (2002) measured corrected respoimsad misreaction times.
Results revealed for all tasks (lexical decision task, digwomparison task and face
discrimination task) a decrease in lateralisation dutimgg midluteal phase compared with
menstruation. Related to their findings, Hausmann and Gunti{R000) proposed the
progesterone-mediated interhemispheric decoupling hypsthdss hypothesis suggests that
progesterone attenuates the excitatory response ofnsetwoglutamate and augments the
inhibitory response to-aminobutyric acid (GABA). Cortico-cortical transmissiis mainly
based on a feedforward inhibition circuit in which tHatgmergic excitatory postsynaptic
potential (EPSP) is mediated by a GABAergic inhibitorgtggnaptic potential (IPSP) (Conti
and Manzoni, 1994). The effect of a rise in progesteronedyesllt in a decrease in cortico-
cortical transmission (inhibition) or functional hespheric decoupling and thus to a temporal

reduction in functional asymmetry.

Compared to behavioural techniques functional imaging is tabkgefine the independent

contribution of each hemisphere. An fMRI study by Veltnet al. (2000) used two different
tasks: a rhyming decision task and a single word reading Tdsky did not observe an

interaction between cycle phase (menses and midlutkasep and language related
activations. Dietrich et al. (2001) using a finger opposit@mword stem completation task
and a mental rotation task found an overall increaspatial extent at ovulation (high plasma
oestrogen), but no changes in cortical activation patie lateralization. A bilateral increase
in spatial extent was also found during the midluteal pfasa semantic decision task in the
superior temporal gyrus and the medial wall of the sopdrontal gyrus (Fernandez et al.,
2003). The activity in both regions also correlated witlgpsberone serum levels.

When comparing the data of different studies on languageegsmg in women there are two
main points to be considered. Firstly, different methads used to define the pattern of
lateralization both in behavioural and function neurming studies. A general problem
although is the robustness and reproducibility of the nastheased. Most fMRI studies

calculate a LI which is based on the extent of thevaigd brain region (number of active
voxels in a region of interest (ROI)) (Binder et dl996; Knecht et al., 2003) or on the
magnitude of the fMRI signal change in a ROI (Adcock et24103; Fernandez et al. 2001).
Jansen et al. (2006) evaluated diverse methods on thosgatameters and found that the
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lateralization of a cognitive function was best desctilby individual thresholded signal
intensity changes where the activity measure wasdbasesignal intensity changes in those
voxels in a ROI that exceeded a predefined activatical.lev

Second, high rates of anovulation (Vuorento and Huhtan®82; Vuorenti et al, 1989), as
well as lower progesterone profiles (Ellison et al., 198Aoung adults are often reported.
So, if the gonadal steroid levels play a role in therddization pattern it is necessary to
determine their exact concentration in blood or sabvdefine the menstrual cycle phase.

The aim of the following fMRI study was to test th@gesterone-mediated interhemispheric
decoupling hypothesis (Hausmann and Guntarkin, 2000) for languagsidaten. In line
with this hypothesis an increased participation of the-dmminant, RH during language
processing was expected for the midluteal phase. Asnaequence a more bilateral
activation pattern during the midluteal phase compardgetonenstrual phase was expected.

Here 14 right-handed women were investigated during diffgriesges of the menstrual cycle
on a 1.5 T scanner using a silent reading task. Women seamned twice once during
menstruation and once during the midluteal phase, progesteamcentrations were assed in
saliva samples. We decided to use a visual-half field ptasen paradigm in combination
with central visual field (CVF) presentation as refeeoondition representing the standard
visual field for reading. As stimuli words, pseudowords téletstrings which can be
pronounced) and false fonts were chosen. Using a subtrangthod we were able to isolate
brain activation for semantic as well as phonoldgitacessing, which are both components
of language processing. Based on these results we conduRtetamalysis to define the LI
and the spatial extent of the activated regions azites by Jansen et al. (2006). Data of the
midluteal phase were compared with those of the memgihase. We also a conducted a
regression analysis to directly correlate BOLD atioves with progesterone levels in saliva.
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5.3 Methods

5.3.1 Participants

A total of fourteen, right-handed (Edinburgh handedness insen@dfield 1971) females
(mean age = 23.43 years; range 20-28 years) with normatrectad-to-normal visual acuity
enrolled in the study after having given written consem@ting to the Declaration of
Helsinki. All women had a regular menstrual cycle (misngth = 28.20 days; range 26-30
days) and had not used, during the last 6 months, oralaceptives or hormonal
replacements. Participants taking medication whichccatfiect the central nervous system
during the last six months were excluded, as well as &slgenoking more than 5 cigarettes a
day (Windham et al., 1999 and 2005). All participants grew up hmgual, were German
native speakers, and had no knowledge of Arabic. Eighofothe group of fourteen women
(mean age = 24.88 years; range 21-28 years and mean mengtieidéogth = 28.11 days;
range 26-30 days) successfully completed both scan tetmsnenstrual (mean day = 3.33;
range day 1-5) and midluteal phase (mean day = 20.78; range &2y 26rified by saliva
progesterone levels. This study was approved by the ldgeaabcommission.

5.3.2 Saliva Analysis

Prior to the experimental session, women were indolrabout the general procedure and data
were collected about their individual menstrual cyclesoider to plan the dates of the
experimental sessions. Half of the women had thest §ession during the menstrual phase,
the other half during the midluteal phase. Salivary progastetevels were assessed by
luminescence immunoassay (LIA) to evaluate the menstyaée phase. The measurement of
steroid levels in saliva is a valid and non-invasive meét(Riad-Fahmy et al., 1982 and
1983). Participants were instructed not to eat and to dmhk tap water from three hours
prior to the start of the session. During the last 30 atgo brushing teeth, as well as eating
chewing gum were forbidden. These measures were taken acdount to prohibit
contamination of saliva. During each session a salivepleamas collected every 30-40
minutes, with a total of 3 samples over the whole sasgProgesterone is secreted by the
corpus luteum into the blood in a pulsatile manner (e@€rymin) in the midluteal phase
(Filicori et al 1984; Soules et al., 1988). By sampling evely hour we were able to cover

eventual pulse depending fluctuations in progesterone ceoatient Even though blood
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progesterone has to cross the blood saliva barrier #igtiama between plasma and saliva
progesterone concentration was found (Delfs et al., 19dtr collection each sample was

stored at -20° untill all samples had been collected.

5.3.3 State of Mood

To be able to take into account eventual changes in rataid between both sessions a
German mood questionnaire, Mehrdimensionaler Befindlitstkagenbogen (MDBF)
(Steyer et al., 1994), was filled out. The MDBF questiomnavaluates the actual temper by
three bipolar dimensions: good temper - bad temper (GS$)neds — tiredness (WM), and
tranquilness — restlessness (RU). For each of the thpegar dimensions the minimum
possible score is 4 and the maximum possible score is 20MBBé¢ has two short forms, so
every subject had two different questionnaires for eassica® The order of the short forms

was randomized between subjects and between sessions.

5.3.4 Task, Stimuli and fMRI Paradigm

A silent reading task with variable stimulus types @#mpseudowords and false fonts) was
chosen. Words were high-imagery nouns (Fiebach and Fdgd2004) and matched for
usage frequency (Blair et al., 2002; Coney, 2005). Pseudowordgdl&om real words by
randomizing the letters, were pronounceable. Strings bfcasiggns were used as false fonts.
To control for subjects’ alertness during the experimetihout having non-language related
motor activation, a semantic decision task was included ligurth category of stimuli:
animal names. The subjects were instructed to read ithalissilently and press the MRI
compatible response button, fixated on the upper leg, wheprésented stimulus was an
animal name. This fourth category was not included in th®& $nodel. All stimuli were
composed of four or five letters or signs (Whitney and Layi@004; Lindell et al., 2002;
Mechelli et al., 2000) in a white font on a black backgroumdti@esented vertically.

Stimuli were randomly presented centrally or lateealiZ4° from fixation cross) every 3500
ms for 200 ms, followed by a 3300 ms fixation cross. The @xpeeit consisted of three runs
which were randomized between subjects. Each run counted#® w8 pseudowords, 48
false fonts and 12 animal names. For each categorylsiware equally divided over the
CVF, left visual fields (LVF) and right visual field (RYFBetween runs the words,
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pseudowords and false fonts used, were the same; onlydbsenpation field was changed.
For the fourth stimulus type, animal names, stimulieveot repeated between runs. Two
different versions of the experiments were made andoraized between subjects and

between sessions.

5.3.5 Imaging Parameters

Blood oxygen level dependent (BOLD)-fMRI was performed dn&aTesla Philips Gyroscan
Intera system (Philips Medical Systems, Netherlandish standard head coil. To verify
subject positioning and to plan axial (AC-PC) slice acquoisia sagital scan was obtained.
An echo planar F-weighted imaging sequence was acquired every 3 s during thdigin
using the following parameters: TR = 3000 ms, TE = 50 ms90°, FOV = 256 x 256 mm
matrix size = 64 x 64, voxel size = 4 x 4 x 4 @2 slices, and 203 volumes per session.
Functional scanning was always preceded by 15 s of dummy &zansure steady-state

magnetization.

Due to a time difference in image acquisition frequesnog stimulus presentation frequency,
there is a delay between image acquisition and stinpresentation called temporal jittering.
The advantage of temporal jittering is a better detectidhe BOLD response curve.

Subjects wore earplugs and the placement of foam padedatbe subjects” head prohibited
movement. An MRI compatible response button was attheheund the upper leg of the
subject easily accessible with the right hand. In tlag the subject was able to response with

a minimum of body movement.

5.3.6 FMRI Data Analysis:

Preprocessing

Image processing was performed using SPM2, developed by theowiellnstitue (London,
UK) running on MATLAB 6.1 (The MathWorks, Natrick, USA), bdsen the general linear
model (Friston et al. 1995a and b). The individual subjédt (level) analysis included
following steps; (1) slice timing was used to correct differences in acquisition time
between slices; (2) motion correction was done byigeadent of all images to the first
image. Subjects whose images had more than one-voxeimetre rejected; (3) all images
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were normalized to a standard MNI template brain; (4)iapsmoothing using a Gaussian
kernel of FWHM 8 mm; (5) modelling of the expected hemodynaesponse function (hrf)
and first derivative (hrf’) with the appropriate eveatated design (only the former function
was used for statistical contrasts); (6) filteringha time series with the value of 128 s for the
cut-off period of the high-pass filter.

Group Analysis (SPM2)

The results of the individual data analysis were suknhitb a random effect group (second
level) analysis. The following tests were conducted far three visual fields of stimulus

presentation (CVF, RVF LVF) and both menstrual cyclagess: (1) one sample t-tests to
reveal BOLD activation during semantic processing ( worgseudowords); (2) one sample
t-tests showing phonologic (pseudowords > false foetajed BOLD activation. To compare

the processing of semantics (3) and phonology (4) letwee menstrual and midluteal phase
paired t-tests were conducted. Finally, regression seslyvas proceeded to discover
progesterone correlated activation for semantic peigg5) and phonological processing
(6). The paired t-tests as well as the regression semhyere calculated for the three visual

fields separately.

Clusters were considered significant if they reacheddaivation threshold ofyncorr < .001
(voxel-level) andpcorr < .05 (cluster-level). For semantic processing (one katnest) the
threshold waguncorr < .001 (voxel-level) and cluster-size of 20 voxels. Iseaond step the
threshold for semantic processing was lowepgghor < .005 (voxel-level) and cluster-size of
20 voxels. Automated anatomical labelling (AAL) softwéfeourio-Mazoyer et al., 2002)

was used to label the peak activation of the clustaysis.

ROI Analysis: Lateralization Index and Spatial Extent of Activation

The ROI analysis used is based on the magnitude of sipaabe in a ROI defined by the
weighted values (Fernandez et al., 2001; Jansen et al., 2006). Ttks osed for the ROI
analysis are based on the masks in Marsbar_0.38.2 whicimatched to the MNI/ICBM
templates (Tzourio-Mazoyer et al., 2002). For each R@I symmetrical masks were built
one for the ROI in LH and one for its” homologue ie tRH. For each region a mean
maximum value was calculated as the mean of those 5% of vekelsing the highest level
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of activation in the respective ROI. The thresholdificiusion in the calculation was then set
at 50% of this mean maximumvalue. The level of activation or signal intensityange was
defined as the meanvalue of all voxels exceeding the individually definecesinold and the

volume of activation or spatial extent was calculaas the number of these voxels.

The hemispheric lateralization can be defined by a LI wiedbased on the above described

ROI analysis. The following formula was used to caleutae LI:

LI = [(AL — AR)/(AL + AR)]

where AL and AR refer to values of fMRI-measured agtivor equal ROIs in the LH and
RH hemisphere. Results range from -1 to +1. A negataee represents RH dominance, a
positive value LH dominance as previously described by (Biredeml., 1996). Brain
activation pattern described by a LI value with |LI| < 0.20dassified as bilateral (Springer
et al., 1999).

5.3.7 Statistical Analysis

All statistical data analyses were performed with SB&8vare (SPSS 13.0). Comparisons
between the two menstrual cycle phases were perforntedhe Wilcoxon Signed Rank Test
a non-parametric test for two dependent samples. Tmepa@ametric Spearman Rank
correlation was used to analyse possible correlatiehseen salivary progesterone levels and
behavioural performance (accuracy scores) and MDBFescor
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5.4 Results

5.4.1 Blood Progesterone Concentration

Fourteen healthy, normally cycling women completed twosisaes. Six women were
excluded because their progesterone levels were lowetim sessions without the expected
rise in concentration during the midluteal phase. Highsraf anovulation (Vuorento and
Huhtaniemi, 1992; Vuorenti et al, 1989), as well as lower @tegene profiles (Ellison et al.,
1987) in young adults are often reported. The mean contienttd salivary progesterone of
the remaining eight women was 29.38 (S.E.M. = 8.30) pg/ml dunmgnienstrual phase and
326.03 (S.E.M. = 41.67) pg/ml in the midluteal phase. A noaspatric Wilcoxon Signed-
Rank Test revealed a significant difference in meaggsterone concentration (Z = -2.52, p
< .05) between both phases.

5.4.2 Behavioural Performance

For each subject and each VF an accuracy score wasatatt as the ratio of correct against
the sum of correct, missed and false responses (Tdl)le 5.

Menstrual Phase Midluteal phase
VF Mean (%) S.E.M Mean (%) S.E.M.
CVF 76.36 5.05 82.53 3.61
RVF 69.81 6.36 68.91 7.56
LVF 66.39 9.11 75.40 5.03

Table 5.1: Behavioural performance (mean accuracy scores) duringndrestrual and midluteal
phase. A non-parametric Wilcoxon Signed-Rank Test revealed fieredce in behavioural
performance between both phases for CVF (Z = -.94, R¥F (Z = -.14, n.s.) and LVF (Z = -.85,

n.s.).

To investigate the subjects” performances across thetmm&nsycle a non-parametric
Wilcoxon Signed-Rank Test was performed for each VF aéglsir No difference in accuracy
score was found between menses an midluteal phase fo(L¥ -.94, n.s.), RVF (Z = -.14,

n.s.) and LVF (Z = -.85, n.s.). The Spearman Rank coioeléest did not reveal a significant
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correlation between salivary progesterone levels andracg scores of the different VFs
(CVF: r = .13, n.s.; RVF: r = .15, n.s. and LVF: r = .B(5). Hence, differences in imaging
results between midluteal phase and menses cannot beutatr to differences in

performance.

5.4.3 State of Mood

To investigate mood changes across the menstrual cywa-parametric Wilcoxon Signed-
Rank test was used to compare MDBF scores for each bihaiension between menstrual
and midluteal phases (Table 5.2). Significantly higher D& ores were found for the
midluteal versus the menstrual phase for following bipdlanensions: GS (Z = -2.20, p <
.05) and WM (Z = -2.05, p < .05). For the bipolar dimension U= -.94, n.s.) no such

difference was found (Table 5.2). Using the Spearman Ranielation test, a positive

correlation was detected between salivary progesterevedsl and MDBF scores of the
bipolar dimension WM (r = .49, p < .05). No further correlas between salivary

progesterone level and MDBF scores were observed (GS:20, n.s.; RU: r = .31, n.s.).
Neither did we find any correlation between MDBF scarkthe bipolar dimensions GS and
WM and behavioural accuracy scores of the different ViBelds: RVF (GS: r = .12, n.s,;

WM:r = .26, n.s.; RU: r=-.17 ,n.s.), CVF (GS: r #0, n.s.; WM: r =.29, n.s.; RU: r =-.32,
n.s.) and LVF (GS:r=.21, n.s.; WM: r = .12, n.s.;;R& .01, n.s.).

Menstrual Phase Midluteal Phase
Bipolar dimension Mean S.E.M. Mean S.E.M.
good temper - bad temper (GS) 15.38 0.93 16.13 0.99
alertness - tiredness (WM) 12.13 0.61 14.25 1.39
tranquilness - restlessness (RU) 14.38 0.75 14.25 1.29

Table 5.2: MDBF scores. Using a non-parametric Wilcoxon Signed-Rask gignificant higher
MDBF scores were found for the midluteal phase versusntkaeses for following bipolar
dimensions: GS (Z = -2.2@,< .05) and WM (Z = -2.05 < .05). For the bipolar dimension RU (Z =

-.94, n.s.) no such difference was found.
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5.4.4 FMRI Results

Fig 5.1 (left) and Fig 5.2 (right): Phonological processing (left) and semantic processing (right)
(menstrual phase = red; midluteal phase = green). &ativ is projected onto 3D anatomical
template. Activations were considered significant ifytheached an activation threshold m@fcor <

.001 (voxel-level) angr < .05 (cluster-level). For semantic processing the saamitie threshold

was:Puncorr < .001 (voxel-level) and cluster-size of 20 voxels (clukeel).
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The one sample t-tests revealed for phonologicatgssing significantly increased activation
in both the inferior frontal gyrus and the precentsalig. To a smaller extent activation was
found in the middle and superior frontal gyrus, super matea, insula and middle cingulate
cortex. The peak activation of the majority of clustesas situated in the LH, independent of
the stimulus presentation field (Fig 5.1 and Table 5.3).

During semantic processing, activations were mainly founthe frontal lobe: superior,
middle and inferior (pars orbitalis and pars triangu)agigsus; temporal lobe: inferior, middle
and superior temporal gyrus, fusiform gyrus; parietakeloimferior parietal lobule and
precuneus; and cingulated cortex. For semantic processnglusters were located in the
LH, RH or bilaterally (Fig 5.2 and Table 5.4).

Some occipital activation was also observed during pghecessing of phonology and
semantics. As these regions are competent for visutahdt specific for phonologival or
semantic processing they were excluded from further sisalywdefrey et al., 1997).

Paired t-tests were conducted to test for significantergihces in activation between
menstrual and midluteal phase. No significant diffeesnio activation between menses and

midluteal phase were found.
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Menstrual Phase Miduteal Phase
MNI peak MNI peak
co. activation LI co. activation LI
H x y z z-value H x y z z-value
pseudowords > fasle fonts (C\ pseudowords > fasle fonts (C\
GFiparsopercular L -44 8 28 4.32 0.1t GFipars opercular L -44 10 26 4.9t 0.1t
GFi pars triangular L -38 13 28 3.9C 0.0€ GPrC L -46 8 42 3.27 0.2t
SMA L -4 14 50 4.6t -0.07
MCC R 6 16 40 457 -0.0z
Sce R 16 -66 8 4.0t
pseudowords > false fonts (LVF) pseudowords > false fonts (LVF)
GF¢ L -12 18 44  4.1¢ 0.0C GFmr L -46 12 36 4.0z 0.17
GFi pars orbitali L -38 24 -4 3.92 0.02 GFiparsopercular L -46 10 28  3.7¢ 0.17
GFiparsopercular L -34 14 20 4.65 0.07 GFi pars triangular L -32 16 22 4.4c¢ 0.12
GFipars triangular L -38 18 28  3.5€ 0.14 INS L -30 28 6 4.41 0.04
INS L -26 28 6 3.87 0.0C GOs R 16 -74 8 4.11
SMA L -4 14 46  3.9¢ -0.0¢ Sce R 22 -78 18 3.3¢€
R 4 16 46 4.01
GTi L -38 -8 -28 4.1z 0.27
GF L -46 -62 -20 3.6C 0.1Z
MCC R 12 4 28 3.7¢ -0.0¢
GOs L -20 -68 38 3.9Z
R 18 -80 18 4.0
GOmr L -24 -9C 8 4.07
Cu L -10 -90 24  4.0€
pseudowords > false fonts (R\ pseudowords > false fonts (R\

GFiparsopercular L -48 8 26 4.3t 0.11 GFipars opercular L -46 30 24 3.4C 0.1¢
GFi pars triangular L -36 10 24 4.0C 0.01 GFi pars triangular L -38 20 30 4.9¢ 0.14

GPrC L -50 -2 44 3.8¢ 0.1¢ GPrC L -48 10 36 5.0t 0.2C
GOs L -12 -90 4 4.8¢ INS L -26 30 2 4.2¢ 0.04
Sce L -12 -96 -2 4.4¢

Table 5.3: Brain regions identified by group analysis (SPM2) for phonoddgicocessing (CVF,
LVF, and RVF) during the menstrual phase and midlutueasesignificance thresholgncor <
.001 (voxel-level) ang.,r < .05 voxel (cluster-level). H = hemisphere, L = LHld&h= RH.
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Menstrual Phase Midluteal Phase
MNI peak MNI peak
co. activation LI co. activation LI
H X y z z-value H X y z  z-value
words > pseudowords (CVF) words > pseudowords (CVF)
GFm L -44 30 42 3.67 -0.01 INS L -42 -4 -2 3.03 -0.03
GFs L -28 42 38 3.29 0.02 GTs L 50 2 -6 356 -0.10
R 4 42 52 3.29 R 44 -12 -4 3.00
GTi L -42 -6 -36 3.64 -0.02 GF R 36 -54 -18 3.07 0.01
GTm L -48 14 -30 4.75 -0.07 LPi R 60 -34 48 4.53 -0.06
GF L -34 -42 -12 349 -011 Cu R 18 -96 8 3.94
LPi L -42 -46 32 3.29 -0.02 GOs R 22 -96 26 3.87
PCu L -10 -60 56 334 -0.02
MCC L -8 -10 44 3.75 -0.06
R 24 -46 34 3.29
Cu R 12 -96 20 4.57
words > pseudowords (LVF) words > pseudowords (LVF)
GFm R 30 12 50 357 001 GFm L -38 50 2 3.92 0.05
GTm R 70 -40 2 3.73 -0.03 GFs L -16 58 -8 3.52 0.05
PHi R 12 4 -20 3.70 0.02 GFi pars orbitalis L -40 42 -12 3.45 0.07
INS L -36 -18 14 3.22 0.05
GTi L -38 14 -40 2.92 0.13
R 56 -28 -16 2.87
GTm L -68 -28 -10 4.78 0.02
R 56 -6 16 4.83
GTs R 70 -26 8 3.12 -0.06
LPi L -60 -48 38 4.16 0.09
R 66 -26 34 3.67
PCu L -8 -76 44 3.25 -0.04
GOm R 28 -96 4 4.08
words > pseudowords (RVF) words > pseudowords (RVF)
GFm L -26 36 -14 3.80 -0.05 GFm R 32 14 54 3.57 -0.01
R 36 34 26 3.94 GFs L -18 20 34 3.63 -0.06
GFs R 20 36 38 3.81 -0.0¢ R 4 62 32 4.6€
GFi pars orbitali L -32 30 -10 3.4¢ -0.0E SMA R 14 -2 58 3.5¢ -0.0¢
GFiparstriangular L -36 30 12 3.4¢ -0.08 GTi L -50 -8 -30 3.2¢ -0.0¢5
GTm R 64 -40 -12 3.73 -0.01 GTm L -56 2 -34 3.08 0.02
GTs L -64 -52 18 352 -0.02 LPi L -44 -50 30 3.56 0.02
GF L -30 -80 -14 3.08 -0.11 R 34 -58 52 3.51
LPi R 50 -38 32 4.27 -0.04 PCu R 24 -52 20 3.42 0.00
PCu L -10 -56 54 3.49 -0.07 GOm R 38 -76 30 3.34
R 14 -62 60 4.42
MCC L -14 8 30 4.53 0.02
ACC L 2 18 14 3.07 0.04
R 8 30 O 3.35
GOs L -14 -92 34 3.92
GOm L -32 -92 20 3.53
R 50 -76 26 3.68

Table 5.4: Brain regions identified by group analysis (SPM2) femantic processing (CVF, LVF,
and RVF) during the menstrual phase and midlutueal phageifignce thresholdpyncor < .001
(voxel-level) and cluster-size of 20 voxel (cluster-levat)d Italic print significance threshold: voxel-

level puncorr < .005; cluster-size of 20 voxel. H = hemisphere, L =dnd R = RH.
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Correlation of progesterone levels during the menstrualecwith the BOLD activation

revealed that, during semantic processing with stimuluseptason in the LVF, brain

activity in the left superior frontal gyrus, left migdhnd inferior occipital gyri and bilateral

fusiform gyrus correlated with progesterone concentnatiao saliva (Fig 5.3 and Table 5.5).

During phonological processing no brain activation wagniScant correlated with

progesterone levels.

Fig 5.3: Brain activation
positively  correlated  with
progesterone saliva level for
the processing of semantics
(LVF). Activation is projected
onto 3D anatomical template.
Activations were considered
significant if they reached an
activation threshold gbyncorr <
.001 (voxel-level) andoeor <

.05 (cluster-level).

MNI peak
co. activation
H x y z z-value

words > pseudowords (CVF)
no significant activations

words > pseudowords (LVF)
GFs L -24 62 -2 4.38

GF L -32 -58 -18 3.96

R 34 -70 -14 4.33
GOm L -34 -92 -4 4.86
GOi L -24 -90 -12 3.45

words > pseudowords (RVF)
no significant activations

MNI peak
co. activation
H x y z z-value

pseudowords > false f¢G4F)
no significant activations

pseudowords > false fonts (LVF)
no significant activations

pseudowords > false f(RY&)
no significant activations

Table 5.5: Brain activations possitively correlated with progestersaéiva level for semantic

processing (LVF). Activations were considered signifigathey reached an activation threshold of

Puncorr < .001 (voxel-level) angqor < .05 (cluster-level). H = hemisphere, L = LH and R



Chapter 5: Menstrual cycle-depemdent progesterone fluctuation affeetsamntic network involving
both hemispheres

ROI Analysis:

LI

Calculation of the LI was based on the signal intgndilange in a ROI. The selection of the
ROIs was based on the results of the group analysidgba2 and Table 5.3).

A non-parametric Wilcoxon Signed-Rank test was perfdrioedefine an eventual shift in LI
between both cycle phases. No such a difference ewagdffor any of the regions during
neither the processing of semantics, or phonology.

Spatial Extent of Activation

The spatial extent of activation was defined, as foiLthealculation, for those regions which
were significantly activated in the group analysis (ZPM

Fig 5.6: The spatial extent of

activation in the left middle frontal

gyrus (LVF) and right inferior

parietal lobule (RVF) was

significant larger during the

midluteal phase (green) compared
to the menstrual phase (red). Error
bars: + 1.00 S.E.

To explore changes in the spatial extent of activatidwden the two cycle phases a non-
parametric Wilcoxon Signed-Rank test was calculatedsifyloificant difference in volume of
activation was found between both phases for phonologiressing. In contrast, for
semantic processing a significant difference in theiapaxtent of activation was found (Fig
5.6). For the frontal lobe (LVF left GFm: Z = -2.31, p0§) and the parietal lobe (RVF right
LPi: Z = -2.24, p < .05) the volume of voxels significardigtivated was larger during the
midluteal than the menstrual phase
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5.5 Discussion

The present study demonstrates that the effect of fitiwhsain the progesterone level during
the menstrual cycle on brain activity is task and region riég@. Brain activation was
defined by both signal intensity change and the spatigne of activation. Based on the
progesterone-mediated interhemispheric decoupling hypotiesiexpected for language
processing, an increase in brain activity of the non-doriR&hwhen comparing the data of
the midluteal (high serum progesterone levels) with thenstrual phase (low serum
progesterone levels). Interestingly, however, our dataeveal a progesterone dependent rise
in brain activation concerned regions in both hemisphdfesandez et al (2003) also
reported a correlation of serum progesterone with bilata@n activity for a semantic

decision task.

The concentration of the gonadal steroid hormone pregest fluctuates during the
menstrual cycle with low levels during menstrual phase and Ipgakat the midluteal phase.
Progesterone which is formed mainly peripherally by dbgus luteum, can because of its
lipophilic nature cross the blood brain barrier (Hu et1887). In the brain, progesterone can
be reduced to the neuroactive steroidsh@droxy-5 -pregnan-20-one (allopregnanolone)
and/or  3-hydroxy-5 -pregnan-20-one  (pregnanolone) by the -hydroxysteroid
oxidoreductase (Rupprecht, 1997). Both pregnanolone and allopregmanoiodulate
neuronal excitability as established positive allosteradulators of the-aminobutyric acid
type A (GABAn) receptor, by increasing the frequency and/or durationpehings of the
GABA-gated chloride channel (Lambert et al. 2003; Rupprecht 2003). Matadwolley et
al. (1992 and 1996) reported cycle-dependent synaptogenesis insradsinbgen not only
increases the density of presynaptic, excitatory, glutameegyminals on dendrites of
pyramidal neurons, but also converts some presynaptiinials that innervated only a single
spine into terminals innervating multiple spines. Such raohg effects on
neurotransmission and/or synaptogenesis may cause changesn activation during the

menstrual cycle.

Comparison of the activation patterns during both semate& phonological processing
revealed that there was no recruitment of new regyiat the different time points in the
menstrual cycle. Instead, the correlation of the sadregesterone values with the fMRI data
showed that, for the semantic processing, BOLD actimitye left superior frontal gyrus, left
middle and inferior occipital gyrus and bilateral fusifogyrus is positively correlated with
progesterone concentrations. The left superior frontaligy the midluteal phase was
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associated with an increase in volume of activatior felet that this network was found for
LVF but neither for RVF nor CVF stimulus presentatiomght imply that it is under left
hemispheric control. In contrast, the brain actavafpattern for phonological processing was

invariable across the menstrual cycle.

The BOLD response is an indirect measure of neuronaitgaiepending on differences in
magnetic susceptibility between oxyhaemoglobin and deoxybglefrin. An increase in
neuronal activity causes a local change in the ratioxgf and deoxygenated blood which
results in a rise in BOLD signal (Ogawa et al., 1990 gestion that comes up is whether
the progesterone related increase in brain activatidecteftrue alterations in neural activity
or indicates a change in cerebrovascular reactivitgndr cerebral blood flow. Both in this
study as in other studies (Binder et al., 1997) it is shihahsemantic processing activates a
network including regions in the frontal lobe, temporogtatilobe as well as parts of the
cingulum (see also chapter 4). The fact that significhanges were seen in some but not all
portions of this network points out that the effectsymmot be due to a widespread
phenomenon such as vascular tone or cerebral blood However, changes in cerebral
blood flow over the course of the menstrual cycle amnto be linked to estrogen rather
than progesterone levels (Brackley et al., 1999; Krejzaale 2004). Decreases in
cerebrovascular resistance are correlated with isgrgastrogen concentrations at the end of
the follicular phase. Estrogen also enhances the pirioduot sensitivity to vasodilatory
factors (Ospina et al., 2003).

The cycle-dependent changes in brain activation during sen@aotessing were found for
stimulus presentation in the LVF. These findings arknim with the progesterone mediated
hemispheric decoupling hypothesis, as language processinglapnantly organized in the
left hemisphere and following the hypothesis progestersrexpected to affect the non-
dominant hemisphere. The associated BOLD activatidreyavin contrast not limited to the
RH which suggests that the effect of fluctuating progestetevels is firstly not limited to a
single hemisphere, and secondly the effect of progeseaffects interconnected networks of

brain regions.

For phonological processing neither changes in brainvaticin pattern nor specific
progesterone correlated activation where found acressi@mstrual cycle. An explanation for
the lack of cycle dependent changes could lie not iratisence of an average change, but
rather in the existence of high variability in the aatéd network during phonological
processing between subjects. Weekes et al. (1999) suggestedhéhgresence of
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phonological processing in the RH depends on the avaiebteirces and the strategies used,

which are subject to individual differences.

Hausmann and Gunturkin (2000) based their progesterone-rdelgatespheric decoupling

hypothesis on an increase in performance of the subdontieamsphere related to high

serum progesterone levels. The behavioural performaneeodidor the semantic decision

task revealed no significant change in performance whempaong the menstrual to the

midluteal phase. Even though the significance level m@sreached, behavioural accuracy
increased for CVF but especially for LVF stimulus présgon which is in accordance with

the hypothesis of Hausmann and Gunttrkin (2000).

Cycle-related fluctuation in progesterone plasma levedsns to be associated with mood
changes. For the bipolar dimensions WM and GS we foignifisantly higher scores during
the midluteal phase versus the menses, whereas MiBIscores were positively correlated
with salivary progesterone levels. These results aeedordance with a study of Meaden et
al. (2005). Meaden and colleagues studied a sample of 90CGmwamd found that the
majority of these women experienced physiological,adpemotional and cognitive distress
varying with the menstrual cycle. During the week priomenses symptoms increased, with
a peak on the first day of menses, and dropping of by xtte gay of the menstrual cycle. In

our study changes in mood across the cycle did not ingubebavioural performance.

In conclusion, the results of the presented studgatdithat gonadal steroid levels during the
menstrual affects semantic, but not phonological proogsdiiowever, the progesterone
correlated network includes regions in both hemisphenespaght be under left hemispheric

control
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This work presents event-related fMRI studies on difiereaomponents of language
processing after presentation of linguistic stimulihe RVF, LVF, and CVF. Fluctuating
progesterone levels during the menstrual cycle were inclagettiditional factor for female

participants.

Firstly, we investigated the visual processing of diffelemguistic stimuli received initially
in the left, right or both visual cortices. Consisteith the generality of crossed visual input
(Bourne, 2006), we found, for lateral stimulus presentatidmgher BOLD response in most
visual areas contralateral to the visual field of preste@m compared to the ipsilateral regions.
For the primary visual areas such as the calcarine sutcusumeus this effect was not found,
which can be ascribed to the spatial limitations ofu$ed fMRI data acquisition parameters
and data analysis. In general this finding suggests thiatyi$ual processing, there is no
“prefered” hemisphere. Some studies (Petersen et al) i§3@ted a specialisation of the left
middle occipital gyrus for words and pseudowords versus falsis on observation that

could not be supported by our data.

Even though the fusiform gyrus revealed no hemisphericapsation for visual processing,
the VWFA, which is part of this region, did. A trend feft hemispheric predominance was
observed for the processing of words, and pseudowords. dapion was visual processing
of words presented in the left visual field that resulted bilateral activation pattern of the
VWFA. Thus, not only the left VWFA, as previously regmt(Cohen et al., 2000), but also
the right VWFA is sensitive to recognition of visual nddevel features. In addition, the
absence of activation in the right VWFA for CVF and R®timulus presentation supports
Vingneau'’s hypothesis (Vigneau et al., 2005) that the visuedialisation for words operates
through the dynamics of the interaction between thie dad right VWFA. Within this
framework, the superiority of the left VWFA is the uésof a reduced activity in the right
VWEFA under left hemispheric control.

Language processing not only includes the initial visual psiegf linguistic stimuli, but

also the processing of phonology (analysis of the proatiani of words) and semantics
(analysis of the meaning of words). In a second stegxp®red phonological and semantic
processing of linguistic stimuli initially received ihe left, right or both visual cortices.
Independent of the visual field of stimulus presentati@dfithe data revealed, during
phonological processing, a predominantly left hemisphegtevork of activated regions. The
activation pattern during semantic processing was, indepeonfléme visual field stimulated,

bilateral. Other studies (Shaywitz et al., 1995; Kiehllgtl®99), using only CVF stimulus
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presentation, reported activation pattern congruent with. dlwater and Brysbaert (2008)
proposed a hypothesis for information processing in thespentalised hemisphere. They
suggested that information arriving in the subdominant hemisptether requires
interhemispheric transfer to reach the dominant hdmigpor is processed more slowly by
the less specialised hemisphere. Application of this Mngsidé to our results suggests
interhemispheric transfer of information from tlght to left hemisphere during phonological
processing. The interpretation of the bilateral pattkiring semantic processing is not so
well-defined. Probably, it reflects processing in both hpheses without the presence of a
distinct hemispheric specialisation for the semamdisk used. Remarkably, there was a
reduced network activated during semantic processing for leBnpuesentation in the LVF.
This reduction did not affect behavioural performancetebd it reflects a large inter-

individual variability in networks used for this task.

In contrast to men, language organisation in women ibiguous. To address this, we
assessed the effect of changes in hormone levels dhengenstrual cycle on the processing
of phonology and semantics in both hemispheres. HausarahGunturkin (2000) proposed,
in this context, that a rise in progesterone would resulh decrease in cortico-cortical
transmission. Instead, our data revealed, during semameessing, a network of regions,
covering both hemispheres, whose signal intensitynggawas correlated with salivary
progesterone levels during the female cycle. Fernanddzcalteagues also reported a
correlation of serum progesterone with bilateral bativity for a semantic decision task.
This network was found for LVF, but neither RVF nor Cg#mulus presentation, which
might imply that it is under left hemispheric contrim contrast, the brain activation pattern

for phonological processing did not change significaritpighout the menstrual cycle.

It has been proposed that language is more stronglyaliaeel in men than in women
(Kansaku and Kitazawa, 2001). Functional neuroimaging stuepsted sex differences in
the inferior frontal gyrus during a rhyme judgement task y®ha et al., 1995) and during
generation of past tenses of verbs (Jaeger et al., 1088he other hand, no sex differences
were found during a verb generation task (Buckner et al., 1995¥semantic judgement task
(Frost et al.,, 1999). Additional analyses (see addendunguofdata for sex differences
showed that for neither men nor women in the menstruahidluteal phase the LI of
activation pattern, during the processing of phonology serdantics, was affected by the
field of stimulus presentation. Comparison of the Lluea revealed, for phonological
processing, a trend to a more right lateralized adingtattern in the inferior frontal gyrus
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for women during the menstrual phase compared to men. Tlé the activation during
semantic processing did not differ with sex. Other fMRIdies reported sex differences in
brain activation during language processing. Shaywitz et(1895) also found, for a
phonological task, that brain activation in men wasrdditeed to left inferior frontal gyrus,
whereas women had a more diffuse activation patteahihvolved both the left and right
inferior frontal gyrus. An fMRI study by Vikingstad and lleaques (2000) showed for
language processing in men a left lateralized activatiagtenpa Women in contrast, had
approximately half left lateralization and the otheif Halateral language representation.
Neither study, however, controlled for differencepleissma hormone level.

In summary, the results of the different eventtsgldMRI studies revealed for the tasks used
no hemispherical specialisation for visual processingngtiistic stimuli. In the VWFA, at
the end of the visual processing stream, a left hemispgpecialisation for the processing of
word-level features occurred. Suggesting that this leftis@meric predominance is the result
of a reduced activity in the right VWFA under left henfisgc control. The processing of
phonology and semantics was independent of the fieldtirmtilus presentation. Phonological
processing was mainly observed in the LH probably duenterhiemispheric transfer of
information from the right to left hemisphere. Theat®skral pattern during the processing of
semantics might reflect processing in both hemisphergsow the presence of a distinct
hemispheric specialisation for the semantic task usecerfl for a stronger left lateralization
during phonological processing was assessed in men comjpareainen in the menstrual
phase. Further investigation on women revealed a progesteasrelated semantic network

covering both hemispheres. In addition, this networkhinog under left hemispheric control.

The novelty of the performed studies is the combinatibfMRI and the presentation of
stimuli in different visual fields. Visual half-field prestation allows us to study the
specialised and non-specialised hemisphere, but givesaalsmea on how both might
interact. In contrast to the “classic” behaviouralcomes of visual half-field presentation,
studying the BOLD response with fMRI allows us to directigasure processing in each
hemisphere. In addition, we were able to identify avoet of brain regions whose activation
was correlated with progesterone concentrations duriagntanstrual cycle. It would be
interesting to extend this work to a predominantly rigatnispheric task such as a visuo-

spatial task.

The presented work contributes to the general brain asymmesearch and might be of
particular relevance in the framework of revalidatioer#pies after e.g. brain infarcts.
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Furthermore we showed that steroid hormone levels duhegrtenstrual cycle is a factor

which should be considered when performing studies in femetieipants.
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Addendum

Menstrual Phase

repeated measures

MNI peak MNI peak ANOVA: VHF x H
co. activation LI co. activation LI p-value
H x y z z-value H x y z z-value
pseudowords > false fonts (LVF) pseudowords > false foll&)(R
GFs L -12 18 44 4.19 0.00 GFs L -
R - R

GFipars L -38 24 -4 392 002 GFipas L = -

orbitalis R orbitalis R
GFipars L -3 14 20 463 0.07 GFipars L -48 8 26 435 0.11 n.s.
opercularis R - opercularis R~ -
GFipars L -38 18 28 3.56 0.14 GFipars L -36 10 24 4.00 0.01 n.s.
triangularis R~ - triangularis R~ -
GPrC L GPrc L -50 -2 44 3.86 0.19
R R
INS L -26 28 6 3.87 0.00 INS L -
R = S —
SMA L -4 14 46 3.98 -0.08 SMA L -
R 4 16 46 4.01 R
GTi L -38 -8 -28 4.12 0.27 GTi L -
= S — = S —
GF L -46 -62 -20 3.60 0.12 GF L -
= S — = S —
MCC L -0.08 MCC L -
R 12 4 28 3.78 R
GOs L -20 -68 38 3.92 GOs L -12 -90 4 4.88
R 18 -80 18 4.03 R
GOm L -24 -90 8 4.07 GOm L
= S — = S —
Cu L -10 -90 24  4.06 Cu L -
= S — R
Sca L Sca L -12 -96 -2 4.46
= S — = S —

Table I: A repeated-measures ANOVA revealed, for semantic psaeg, no significant VHF x
hemisphere interaction with a higher BOLD signal intenslitgnge in the hemisphere contralateral to

the field of stimulus presentation compared to the ipsdateemisphere.
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Addendum

Midluteal Phase

repeated measures

MNI peak MNI peak ANOVA: VHF x H
co. activation LI co. activation LI p-value
H x 'y z zvalue H X 'y z z-value
pseudowords > false fonts (LVF) pseudowords > fédses (RVF)
GFm L -46 12 36 4.02 0.17 GFm L-----
= J— = J——
GFi pars L -46 10 28 3.79 0.17 GFipars L -46 30 24 3.40 0.18 n.s.
opercularis R ----- opercularis ~ -----
GFi pars L -32 16 22 4.49 0.12 GFipars L -38 20 30 4.98 0.14 n.s.
triangularis R ----- triangularis ~ -----
GPrC L ----- GPrC L -48 10 36 5.05 0.20
R =
INS L -30 28 6 4.41 0.04 INS L -26 30 2 4.23 0.04 n.s.
R =
GOs L - GOs L -
R 16 -74 8 4.11 [ = J—
Sca L ----- Sca L -----
R 22 -78 18 3.36 R -----

Table Il : A repeated-measures ANOVA revealed, for phonological primggpsso significant VHF x
hemisphere interaction with a higher BOLD signal intenslitgnge in the hemisphere contralateral to

the field of stimulus presentation compared to the ipsdhteemisphere.
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Addendum

Fig I: Mean LI values for the ROI activated during semaptacessing in men (blue), women during
the menstrual (red) and midluteal phase (green). Perfaemah a Mann-Whithey test, a non-
parametric test for two independent samples, revealedgnificant difference between man and

women during the menstrual phase or between men and women therilugeal phase. Error bars: +

1.00 S.E.
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Fig Il : Mean LI values for the ROI activated during phonological @ssing in men (blue), women
during the menstrual (red) and midluteal phase (greamjorffhance of a Mann-Whitney test, a non-
parametric test for two independent samples, revealedgmificant difference between men and
women during the luteal phase. In contrastrend for a more right lateralized activation patiar

the inferior frontal gyrus for women during the menstruahge compared to men was

assessed (LVFError bars: + 1.00 S.E.

- 163 -



Erklarung

Hiermit erklare ich, dass ich die vorliegende Disgemeselbstandig verfasst und keine
anderen als die angegebenen Quellen und Hilfsmittel velstéhnabe. Zudem wurde die

Arbeit an keiner anderen Universitat zur Erlangung einedeakieschen Grades

eingereicht.

Trier, im Marz 2008

Gwendy Steendam



