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General Abstract

Hormone secretion is highly organized temporally, achieving optimal biological functioning and health. The master clock located in the suprachiasmatic nucleus (SCN) of the hypothalamus coordinates the timing of circadian rhythms, including daily control of hormone secretion. The hypothalamo-pituitary-adrenal (HPA) axis is one of the body’s major neuroendocrine axes, responsible for maintaining homeostasis and adaptation during challenges. Its end mediator cortisol is primarily affecting energy intake, storage, and expenditure, but also guides fundamental processes such as cellular differentiation, growth and development, functions of the nervous and immune systems and is indispensable for maintaining the homeostasis under stress. Cortisol exhibits pronounced ultradian and circadian rhythm and disturbances in its characteristic temporal secretory pattern have often been described in stress-related pathology. However, the significance of glucocorticoids’ (GCs) secretory patterns for physiology, stress responsiveness and nuclear receptor signalling remains largely unexplored. The overall objective of this thesis was therefore to dissect the underlying structure of glucocorticoid pulsatility and to develop tools to investigate the physiological effects of this pulsatility on immune cell trafficking and the responsiveness of the neuroendocrine system and GC target genes to stress.

Deconvolution modeling was successfully set up as a tool for investigation of the pulsatile secretion underlying the ultradian cortisol rhythm. The results showed that the pulsatile cortisol rhythm is maintained in saliva and suggested saliva sampling as a stress free alternative to plasma for studying the cortisol pulsatility in future psychobiological research. This further allowed us to investigate the role of these single endogenous cortisol pulses in the redistributional changes within the immune system.
We found that the major players of innate and adaptive immunity exhibit diurnal fluctuations, with an inverse bimodal redistribution, that were significantly correlated with cortisol diurnal levels. Moreover, we studied the role of induced endogenous cortisol pulses on the kinetics of expression of primary GR target genes. The perturbation of the HPA axis resulted in additional cortisol pulses superimposed on the natural diurnal rhythm which were subsequently translated in pulsatile gene expression confirming data from animal models and suggesting that the gene pulsing is a common phenomenon occurring within the HPA axis in basal as well as perturbed conditions.

The results shown here have given better understanding of the pulsatile GC release and the resultant glucocorticoid receptor (GR)-mediated gene expression as well as the redistributional effects within the immune system under natural and stress conditions. The development of these three tools enable us to induce, dissect and analyse the role of single pulses in different biological phenomena and would allow us to induce and investigate the role of single endogenous as well as exogenous cortisol pulses for health and disease in future.

Keywords: HPA axis, cortisol, pulsatility, immunity, lymphocytes, stress, gene expression
Chapter 1

General Introduction

Section 1.5 from this chapter has been published in:

Jonathan D. Turner, Simone R. Alt, Lei Cao-Lei, Sara Vernocchi, Slavena Trifonova, Nadia Battello and Claude P. Muller

Transcriptional control of the glucocorticoid receptor: CpG islands, epigenetics and more

1.1 Adjustment of internal homeostasis to major changes

All organisms live under the influence of the 24 h day/night cycles created by the Earth rotation. The organisms adapt to these external changes and synchronize their physical activities, such as behavior, food intake, energy metabolism, sleep, reproductive activity and immune function with circadian cycles (Takahashi et al, 2008). During the evolution, a highly conserved ubiquitous molecular “clock”, named the CLOCK system, have been developed. It creates internal circadian rhythm under the influence of the 24 h day/night cycle (Ko & Takahashi, 2006). This CLOCK system has efferent connections to numerous organs and tissues, transferring information from a centrally created circadian rhythm (Hastings et al, 2007). The circadian rhythm (from the Latin circa, meaning “around”, and diem, meaning “day”), is a 24 h cycle in any biological process (i.e. biochemical, physiological, endocrine or behavioural) in all organisms including plants, animals, fungi and cyanobacteria (Kalsbeek et al, 2006; Panda et al, 2002). These rhythms allow organisms to anticipate and prepare for precise environmental changes (i.e. light/dark cycle, seasonal changes), thereby increasing the efficiency in metabolic demand. In addition to adaptation to the day/night changes, organisms face unforeseen environmental changes with external (e.g. extreme heat or cold, food deprivation, trauma and pathogen invasion) or internal (e.g. hurtful memories, injuries, neoplasias) origin called “stressors”(Chrousos, 2009). The adaptation towards these stressful stimuli is mediated by another regulatory system, called the Stress system. It receives information about environmental changes through various sensory organs, processes them in the central nervous system (CNS) and adjusts the CNS and peripheral organ activities to improve chances for survival (Chrousos, 2009). The system consists of the HPA axis and its end-effectors GCs (Chrousos, 2009), as well as the sympathetic-adrenal medullary (SAM) axis and its end-effectors, norepinephrine and epinephrine. Its main function is to
restore the internal homeostasis by regulation of many biological functions, such as CNS, intermediary metabolism, immunity and reproduction (Chrousos, 2009; Chrousos & Kino, 2007). In addition to the beneficial effects, the stress system can also exert adverse effects when its response is not properly tailored to the stressful stimulus. The CLOCK and Stress systems are both essential for survival, and interact with one another at multiple levels to adjust numerous physiological activities. Dysregulation in either of these systems can lead to similar pathological conditions.

1.2. The HPA axis

The HPA axis is one of the body’s major neuroendocrine axes, characterized with circadian activity as well as mediating the adaptive response to stressors (De Kloet et al, 1998). Corticotrophin releasing hormone (CRH) and the arginine vasopressin (AVP) are released from the paraventricular nucleus (PVN) in response to a variety of stressors under the regulation originating from hippocampus, amygdala and locus coeruleus (LC). CRH and AVP release leads to adrenocorticotropic hormone (ACTH) secretion by the cleavage of pro-opiomelanocortin (POMC) from the corticotropic cells of the anterior pituitary gland. ACTH released into the peripheral circulation stimulates both production and secretion of GCs (cortisol in humans and corticosterone in rodents) from the adrenal cortex. Secreted GCs in turn suppress higher regulatory centers, the PVN and the pituitary gland, forming a closed negative feedback loop that resets the activated HPA axis and restores homeostasis (Figure 1) The negative feedback occurs via the type I Glucocorticoid receptor (GR) and type II Mineralcorticoid receptor (MR). Both receptors are ligand activated transcription factors, transmitting information from the circulating steroids into transcriptional responses in target cells. Due to its 10 fold higher affinity for
cortisol, MR is thought to remain activated throughout the ultradian cycle, whilst the GR becomes activated during ultradian, circadian or stress induced peak cortisol levels. Despite the classical glucocorticoid feedback hypothesis suggesting that MR plays a predominantly regulatory role during the circadian nadir (Conway-Campbell et al, 2007; Pascual-Le Tallec & Lombes, 2005) and GR during the circadian hormonal peak (de Kloet et al, 2005), Young et al. suggested a prolonged effect of both MR and GR, with both receptors mediating the GC negative feedback during the peak diurnal secretion as well as at nadir levels (Young et al, 2004).

**Figure 1.** Schematic representation of the HPA axis. Adapted and modified from (Walker et al, 2010).

### 1.2.1 Circadian and ultradian secretion of GCs

The HPA axis has a unique pattern of activity, with a classical circadian rhythm, with cortisol levels in humans peaking at the end of the resting period in preparation of the
increased metabolic demands of the active phase, subsequently decreasing to low levels in the late afternoon (Lightman et al, 2002; Weitzman et al, 1971). Highest cortisol levels, measured in the morning, reach $10^{-6}$ M dropping in the evening between $10^{-7}$ M and $10^{-8}$ M (Haller et al, 2008). Nocturnal animals such as rodents, peak in corticosterone levels towards the end of the afternoon when the dark cycle begins. These diurnal fluctuations arise from signaling between the hypothalamic SCN and the adrenal gland, and consist of both the autonomic nervous system and hormonal regulation of the HPA axis (Walker et al, 2010). The development of high frequency (automated) sampling paradigms, intratissue microdialysis in non-stressed conditions and statistical algorithms led to the discovery that circadian release of GCs in fact consists of more frequently released hormone bursts reflected in blood as a distinct ultradian rhythm (< 24 h), previously regarded as “experimental noise” (Henley et al, 2009). Ultradian GC pulses are released with a periodicity of approximately 60 min in blood and have been described in numerous species including rat (Jasper & Engeland, 1991), rhesus monkey (Tapp et al, 1984), Syrian hamster (Cook, 2001; Loudon et al, 1994), sheep (Cook, 2001) and humans (Henley et al, 2009; Lewis et al, 2005; Weitzman et al, 1971) (Figure 2).

![Figure 2](image.png)

**Figure 2.** The 24-h circadian ultradian rhythms of ACTH and cortisol in human. Adapted and modified from (Lightman & Conway-Campbell, 2010).
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The secretory pattern of GCs is also maintained across the blood-brain barrier in the extracellular fluid suggesting that target tissues are exposed to rapidly fluctuating steroid levels (Cook, 2001; Droste et al, 2008). In fact the circadian profile of hormone release is made up by changes in pulse amplitude and to lesser extent frequency (Iranmanesh et al, 1989; Liu et al, 1987; Veldhuis et al, 1990; Veldhuis et al, 1989b) (Figure 2). The morning rise in cortisol, called the cortisol awakening response (CAR) is a distinct component of the diurnal pattern of cortisol and is considered to be a marker of the HPA axis integrity. It is supposed to represent the capacity of the adrenal cortex to produce cortisol and is characterized with a mean cortisol increase by 50-100 %, peaking about 30 min after awakening (Pruessner et al, 1997; Wust et al, 2000). In addition to the diurnal variation, psychological and physiological stressors can activate the HPA axis, preparing the body for a “fight or flight” response. Within minutes blood GCs increase up to \(10^{-5} \text{ M}\), resulting in catabolic processes to provide free energy sources such as glucose, amino acids and lipids.

1.2.2 Stress induced secretion of GCs

Generally stressful events are thought to contribute to many diseases, including not only cardiovascular, infection, autoimmune and mood disorders, but also substance use disorders and relapse to drug abuse (Desai & Jann, 2000; Godbout & Glaser, 2006; Jorm et al, 1987; Reagan et al, 2008). One of the classical characteristics of the human stress response is the wide inter-individual variation, which is likely to contribute to risk for these stress-linked disorders. There is evidence that men and women vary in response to acute stress (Kudielka et al, 2004; Kudielka & Kirschbaum, 2005), and they also differ in the prevalence of stress-linked disorders (Carter-Snell & Hegadoren, 2003). Functional
interactions between GC pulsatility and the stress response have been known for more than a decade. It is evident that the onset of a stressor in relation to the phase of an ultradian pulse can determine the physiological response to stress. Another study in rats assessed their stress-responsiveness during different phases of their ultradian corticosterone secretory profile (Windle et al, 1998b). The rats showed greater HPA axis response when a noise stress was applied during the ascending phase of an ultradian pulse, suggesting a facilitated stress response during the ascending phase and/or an inhibitory effect during the descending phase. Additionally, pulse amplitude and frequency were shown to be major determinants in the stress response (Haller et al, 2000). Others reported reduced corticosterone responses with increased pulse amplitude and frequency (Atkinson et al, 2006; Windle et al, 2001). These observations show that acute HPA axis reactivity strongly depends on the individual pulse characteristics that make up the ultradian pattern. Endocrine stress response modulates gene expression ensuring dynamic adaptation to stress and as already mentioned represent important factor contributing to vulnerability for psychopathology. A genome wide and targeted gene expression studies have conducted to investigate the complex psychological stress-associated gene response in humans and animal models (Le-Niculescu et al; Morita et al, 2005; Murata et al, 2005; Nater et al, 2009; Pajer et al). This allowed them to identify potential gene markers of psychological stress and further correlate them with pathological responses in stress-related disorders. However, these studies have measured gene expression pattern using one (Macedo et al, 2008; Murata et al, 2005; Pajer et al, 2012) or limited number (Morsink et al, 2006; Nater et al, 2009) of measurement points post GC exposure, thus allowing only the identification of potential stress-responsive genes. Studies on the kinetics of stress induced gene expression are warranted, after
recent findings of a pulsatile pattern of GR-target gene expression after GCs stimulation in adrenalectomized animals (Stavreva et al, 2009).

1.3 Physiological and pathological variability in GCs pulsatility

The secretory corticosteroid pattern is remarkably plastic with high variability between and within individuals, as well as depending on the physiological and pathophysiological state of the individuals. Major differences in GC pulse frequency and amplitude have been seen between male and female rodents (Figure 3A). These sexual differences are mainly due to the gonadal steroids, as it is reversed by oophorectomy or orchidectomy (Seale et al, 2004a; Seale et al, 2004b).

Figure 3A. Major differences in both glucocorticoid frequency and amplitude between male and female rodents. 3B. Animal genetic background determines the pulsatile profile of glucocorticoid release. Adapted and modified from (Lightman & Conway-Campbell, 2010).
The physiological state can also modify the pattern of HPA axis activity. For instance in rodents, lactation increases pulse amplitude while during ageing the hourly pattern becomes disorganised (Lightman, 1992; Lightman, 2008; Young et al, 2004). The animals’ genetic background was also shown to determine the pulsatile profile of GC release. Lightman et al. have demonstrated differences in the GC secretory profile in different but histocompatible strains of rat (Fisher and Lewis), with differences in stress responsiveness (hyper- and hyporesponsive to stress) and susceptibility to autoimmune disease (Windle et al, 1998a) (Figure 3B).

Various pathophysiological conditions are associated with altered GC secretory patterns. For instance chronic inflammation in an animal model of inflammatory arthritis resulted in an increase in the pulse frequency (Windle et al, 2001). A number of psychiatric, neurological and immune diseases are associated with changes in GC ultradian pulsatility. For instance, increased pulse frequency together with hypercortisolemina has been reported in major depressive disorder (MDD) patients (Deuschle et al, 1997; Holsboer, 2000). In Cushing’s syndrome, the normal variation of cortisol is flattened or totally abolished due to elevations in cortisol levels in the quiescent period (Boyar et al, 1979). Flattened cortisol secretion curves were reported in Parkinson disorder cohort in addition to elevated cortisol production (Hartmann et al, 1997). Other disorders such as Huntington’s disease is also characterised by changes in pulse characteristics (Aziz et al, 2009). However, it remains unknown whether the disorganisation in pulsatile patterns is causal to the disorder or vice versa. Taking into account the fundamental role of GC concentrations for maintenance of physiology and the overall well being, it may be hypothesized that alterations from the optimal ultradian pattern could precipitate disease (Dallman et al, 2003; de Kloet et al, 2005; Young et al, 2004). The functional role of
ultradian GC pulses for HPA axis activity, stress responsiveness and the consequences of changes in pulse characteristics for physiology still remain largely unknown.

1.4. GCs in therapy and research

Together with the fundamental physiological role outlined above, GCs have been found to be exceptionally useful in the treatment of pathophysiological conditions. For more than 50 yrs, GCs are one of the most commonly prescribed drugs worldwide in treatment of inflammatory diseases (Lowenberg et al, 2008) such as rheumatoid arthritis, asthma, chronic obstructive pulmonary disease, dermatitis and systemic lupus erythematosus (Lowenberg et al, 2008). The GC immunosuppressive activity is also used to prevent graft rejection and in cancer therapy (Rhen & Cidlowski, 2005; Styczynski et al, 2005). At hyperphysiological concentrations GCs induce apoptosis and thereby are the main components in the treatment of lymphoproliferative diseases such as childhood acute lymphoblastic leukemia, multiple myeloma, chronic lymphocytic leukemia and non-Hodgkin’s diseases (Greenstein et al, 2002; Haarman et al, 2003; Rajkumar et al, 2002; Rhen & Cidlowski, 2005). GCs causes also numerous side effects more pronounced in long term applications. Therefore, selective GR agonists that dissociate transactivation and transrepression mechanisms have been developed such as prednisone, dexamethasone and betamethasone to prevent from such adverse actions (Lowenberg et al, 2008).

1.4.1 Free vs. bound cortisol

Approximately 95 % of secreted cortisol is bound to carrier proteins; 80–90 % to corticosteroid-binding globulin (CBG) (Siiteri et al, 1982) and 10–15 % to albumin (Lewis et al, 2005). According to the traditional “free hormone hypothesis” (Mendel,
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Steroid hormones bound to carrier proteins are considered biologically inactive and provide a reservoir of inactive circulating hormone, and regulate the amount of free hormone available for diffusion into tissues. The remaining 5% of cortisol is thus unbound and free to diffuse across cell membranes and bind to intracellular GR and MR, leading to a broad spectrum of physiological effects. Cortisol is a small (MW 362), highly lipophilic molecule that rapidly diffuses in saliva through the cell membranes via passive diffusion. Several research groups have shown that salivary flow rate does not influence cortisol concentration in saliva (Hiramatsu, 1981; Kirschbaum & Hellhammer, 2000; Walker et al, 1978). As cortisol in saliva represents the fraction of circulating cortisol that is unbound to carrier proteins, saliva, as a sampling medium has been used for a considerable time for steroid analysis. Since the earliest reports, there is evidence that saliva free cortisol levels reflect the free cortisol concentrations in plasma (Umeda et al, 1981; Vining et al, 1983). Most of these studies have compared the levels of salivary free cortisol measured by radioimmunoassay and the levels of serum unbound cortisol determined by the method of equilibrium dialysis in paired saliva and serum samples in a large number of subjects. A linear relationship between the levels of saliva cortisol and serum unbound cortisol is seen over the whole range of serum free cortisol concentrations with most investigators reporting a correlation coefficient of r=0.9 (Cook et al, 1986; Hiramatsu, 1981; Vining et al, 1983). Moreover, Umeda et al. showed that salivary cortisol concentrations parallel those of free cortisol in plasma after CRH stimulation and cortisol injection as well as in the diurnal rhythm (Umeda et al, 1981). Typically lower correlation coefficients are reported if total plasma cortisol levels are compared to salivary free cortisol levels. The reason for this discrepancy is the presence of CBG in plasma, which is largely saturated above cortisol concentrations of 500-600 nmol/l of cortisol (Vining et al, 1983). The data of Vining et al. showed that there is a biphasic
response in salivary cortisol when plotted against plasma total cortisol concentrations depending on CBG levels and saturation. Once the CBG binding capacity is exceeded, salivary cortisol concentrations increase more rapidly with increasing total cortisol concentrations, reflecting a disproportionate increase in plasma free cortisol. It might be also that under various conditions (chronic stress, contraceptives) CBG and/or albumin levels are altered with concurrent elevated levels of total cortisol but no apparent change of the amount of the free hormone fraction (Coolens et al, 1987).

1.4.2 Saliva vs. plasma sampling

For specific investigations, particularly in psychiatry, stress research, and pharmacokinetics, saliva analysis may deliver equivalent or even better results than blood analysis (Aardal-Eriksson et al, 1998; Lo et al, 1992; Vining et al, 1983). The predominant advantage of salivary hormone analysis is the noninvasiveness of collection procedures, enabling samples to be obtained from patients afraid of venipuncture, especially children and phobic patients, without an unwanted adrenal stress response. This make salivary GC values, more reliable compared to serum values in stress research, pediatric applications, and the diagnosis of Cushing syndrome (Wood, 2009). The convenience of rapid short-term interval sampling and the availability of non-protein-bound hormones are the other advantages of salivary analysis. However standardization of both collection and analysis are required in order saliva use to achieve broader acceptance by clinicians.

1.4.3 Methods for studying GCs pulsatility
It has been long recognized that signaling within many endocrine systems is pulsatile. Pioneers in this field are Knobil et al. who showed that the pulsatile release pattern of gonadotropin-releasing hormone (GnRH) is crucial to the effectiveness of this hormone (Knobil et al., 1980). GnRH is synthesized and released by the hypothalamic neurons in a pulsatile manner and stimulates the pulsatile release of the gonadotropins luteinizing hormone (LH) and follicle-stimulating hormone (FSH) from cells within the anterior pituitary gland. From a physiologic perspective their work in rhesus monkey showed that GnRH needs to be administered in a pulsatile fashion to effect the secretion of LH and FSH by gonadotropes within the pituitary gland. Marshal et al. have demonstrated a role for GnRH pulse frequency in controlling gene expression of both LH and FSH (Marshall et al., 1993; Yen et al., 1972). These studies have demonstrated that the pulsatile nature of GnRH and gonadotropin release is vital to reproduction. Because of the physiological importance of episodic hormone release, considerable efforts have been put forward in order to define and characterize these pulses within the concentration time series by endocrine investigators. Examples of some initial efforts included defining pulses as an increase followed by a decrease of an arbitrary number of units e.g. 5 mIU for LH (Yen et al., 1972), or an increase in the serum concentration of a hormone of at least 20% over the proceeding nadir (Santen & Bardin, 1973). A decade passed before the development of computer-assisted algorithms for the identification and characterization of pulsatile hormone secretion. The early attempts in mid-1980’s include the development of computerized pulse analysis techniques, each subserved by quite different mathematical constructs. The latter included Ultra (Van Cauter et al., 1981), Pulsar (Merriam & Wachter, 1982) and Cycle detector (Clifton & Steiner, 1983). The use of sampling protocols differing in sampling frequency and interval and analysis of the resultant hormonal concentration-time series with computer-assisted algorithms based on non-
uniform mathematical and statistical approaches resulted in quite diverse estimates of pulsatile hormone secretion, in many cases under theoretically similar physiological conditions. Such divergent results stimulated the further development of pulse detection algorithms. The second generation computer assisted algorithms included Detect (Oerter et al, 1986) and Cluster (Veldhuis & Johnson, 1986) with both programs being rigorously statistically based. However, it was soon recognized that such methods identify perturbations in concentration-times series rather than describing the actual underlying secretory events. The notion that a hormone pulse is comprised of both a secretory event and factors which affect clearance of the hormone such as distribution, binding to proteins, metabolism and excretion stimulated the search for methods that can separate the hormone pulse into constituent secretory burst and clearance components. Turner, Rebar and MacIntosh were among the first to employ deconvolution procedures to achieve this objective (McIntosh & McIntosh, 1985; Rebar et al, 1973; Turner et al, 1971). Their algorithms still suffered from a number of limitations such as the need of information about the hormone half-life. Recognizing the need of an approach that would not be constrained by the requirement for a priori information about the half-life (t½) Veldhuis, Carlson and Johnson developed a deconvolution procedure which allows for simultaneous assessment of both the hormone secretory burst characteristics and provided an estimate of the hormone half-life (Veldhuis et al, 1987). Their multi-parameter deconvolution method known as Deconv differed from earlier procedures in that it describes secretion as a variable number of Gaussian shaped secretion events which are convolved with a one or two component exponential elimination and then fit directly to the concentration-time series. Among the advantages of Deconv over the previous algorithms is the identification of the secretory bursts directly by the fitting process. It also provides information about the secretory burst mass (AUC), height (amplitude), burst
half-duration and hormone half-life estimates. However these latter methods also had significant limitations including the subjective nature of identification of the secretory bursts, the lack of robust statistical verification of resolved secretory bursts, and the user-unfriendly interface of the programs. To address these concerns, the latest generation deconvolution procedure, AutoDecon, has recently been developed and validated for LH and growth hormone (GH) (Johnson et al, 2008; Johnson et al, 2009). AutoDecon implements a rigorous statistical test for the existence of secretion events. In addition, the subjective nature defining earlier deconvolution procedures is eliminated by the ability of the program to automatically insert and subsequently test the significance of presumed secretion events. No user intervention is required subsequent to the initialization of the algorithm. This automatic algorithm combines three modules: a parameter fitting module, a new insertion module that automatically adds presumed secretion events, and a new triage module that automatically removes secretion events, which are recognized to be statistically non significant. It functions by developing a mathematical model for the time course of the hormone concentration and then fitting this mathematical model to the experimentally observed time-series data with a weighted nonlinear least-squares algorithm. Specifically, this mathematical model (Johnson et al, 2004) is:

\[
C(t)=\int_{0}^{t} S(\tau)E(t-\tau)d\tau+C(0)E(t)
\]

where \(C(t)\) is the hormone concentration as a function of time \(t\), \(S(t)\) is the secretion into the blood as a function of time, and \(E(t-z)\) is elimination from the serum as a function of
time. The resultant secretory waveform is assumed to have Gaussian or skewed
distribution of release rates over time (Figure 4).
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**Figure 4.** A hypothetical secretory burst of symmetric form that can be modeled as a
Gaussian event. Adapted and modified from (Johnson et al, 2009).

The elimination fraction, $E(t-z)$ can be approximated in many biological circumstances as
a mono-, bi-, or pluriexponential decay function:

$$
E(t - z) = A e^{-k_1(t-z)} + B e^{-k_2(t-z)} + C e^{-k_3(t-z)}
$$

The rate constants $k_1$, $k_2$, and $k_3$ are elimination constants in inverse time units, and they
are related to the half-life as $t_{1/2} = \ln 2 / k$.

When applied to synthetic GH concentration time series, AutoDecon performs
substantially better than a number of alternative pulse detection algorithms in terms of
optimizing the detection of true-positive secretory events, while at the same time
minimizing the detection of false-positive and false-negative events. Although
AutoDecon will require validation with regard to application to other hormonal systems,
it seems to hold substantial promise as a biomathematical tool with which to identify and characterize a variety of pulsatile hormonal signals.

1.5 Structure of GR gene

All human glucocorticoid receptor hGR isoforms are encoded by the NR3C1 gene located on chromosome 5q31-q326 (Hollenberg et al, 1985). It contains 8 translated exons (2-9) and 9 untranslated alternative first exons. We and others have shown that GR levels are under the transcriptional control of a complex 5’ structure of the gene, containing the untranslated first exons important for differential expression of the GR. All of the alternative first exons identified are located in one of the two promoter regions: the proximal or the distal promoter region, located approximately 5 kb and 30 kb upstream of the translation start site, respectively (Barrett et al, 1996; Breslin et al, 2001; Breslin & Vedeckis, 1998; Geng & Vedeckis, 2004; Nunez & Vedeckis, 2002; Wei & Vedeckis, 1997). Alternative first exons 1A, and 1I are under the control of promoters in the distal promoter region, whereas the promoters of exons 1D, 1J, 1E, 1B, 1F, 1C (1C1-3), 1H (Figure 5) are located in the proximal promoter region (Presul et al, 2007; Turner & Muller, 2005). Exons 1D to 1H are found in an upstream CpG island with a high sequence homology between rats and humans. The region- or tissue-specific usage of alternative first exons leading to different GR mRNA transcripts (Presul et al, 2007; Turner & Muller, 2005) provides a mechanism for the local fine-tuning of GR levels. Since the ATG start codon lies only in the common exon 2, this 5’mRNA heterogeneity remains untranslated, but is important for translational regulation (Pickering & Willis, 2005). Alternative mRNA transcript variants are generated by splicing of these alternative first exons to a common acceptor site in the second exon of the GR. Exon 2 contains an in frame stop codon immediately upstream of the ATG start codon to ensure that this 5’
heterogeneity remains untranslated, and that the sequence and structure 1 of the GR is not affected. The GR also has a variable 3’ region. Unlike the 5’ region, the 3’ variability encodes splice variants with different functions. The 3 main 3’ splice variants of the GR are GRα, GRβ, and GR-P. GRα and GRβ are generated by two alternatively spliced 3’ exons, 9α and 9β. GR-P lacks both exons 8 and 9 and is translated into a protein with a truncated ligand binding domain (LBD) which is thought to enhance GRα activity. GRα is by far the most active form of the receptor, GRβ is thought to be a dominant negative regulator of the receptor, and little is known about the function of GR-P.

**Figure 5.** Structure of the GR gene (NR3C1; OMIM + 138040; NR3C1; 5q31-q32), the potential mRNA transcripts and the binding sites within the CpG island.

Panel A The genomic structure of the GR. □ 5’ untranslated distal exons; □ 5’untranslated CpG island exons; ■ Common exons; □ 3’ alternatively spliced exons. Panel B shows the potential mRNA transcripts encoding the three GR isoforms: GRα, GRβ and GR-P. Panel B shows the location of the known transcription factor binding sites. □ IRF 1 and IRF2 (position 1); □ c-Myb, c-Ets ½ and PU1 (position 4); □ Ying Yand 1 (positions 5,6,7 and 25); ■ Glucocorticoid response elements (GRE, positions 2, 3, 8, 21, and 22); ■ Sp1 binding sites (positions 9, 10, 12, 13, 16, 19, 20, 21, and 24); □ NGFIA binding site (position 17); □ Glucocorticoid response factor-1 (GRF1, position 18); □ Ap-1 (position 15); and □ Ap-2 (position 23). Adapted and modified from (Turner et al, 2009).
1.6 GR protein isoforms

GRα, the classical and most abundant GR splice variant, is ubiquitously expressed, with differences in expression levels between tissues and mediates genomic GC effects via different mechanisms (Kalinyak et al, 1987). As a member of the steroid receptor family GRα consists of three major domains: N-terminal domain, called immunogenic domain, which in hGRα is encoded by the first 420 amino acids and is necessary for transactivation. Amino acids 421-488 form the long zinc finger motif DNA-binding domain (DBD), important for GR dimerization, DNA-binding specificity and interactions with cofactors, and a C-terminal ligand-binding domain consisting amino acids 527-777, which is also involved in protein-protein interactions with chaperones and co-regulators depending on the presence of the ligand (Zhou & Cidlowski, 2005).

It has been shown that alternative translation initiation results in eight different N-terminal isoforms (A, B, C1, C2, C3 and D1, D2, D3) of GRα. These different GRα isoforms may homodimerize, heterodimerize or compete for coregulators, but also preferentially interact with different transcription factors and glucocorticoid response elements (GREs) (Lu & Cidlowski, 2005).

GRβ protein consists of 742 amino acids with 15 distinct amino acids at its carboxy end (Gross & Cidlowski, 2008). GRβ is not only shorter than GRα, but also varies due to its unique C-terminal ligand-binding domain (Gross & Cidlowski, 2008; Stahn et al, 2007).

Although GRβ forms homodimers that bind DNA, it does not bind any ligand examined so far, and thus fails to activate transcription. The relative levels of GRα and β in a cell influence cell’s sensitivity to GCs with higher levels of GRβ resulting in GC resistance (Pujols et al, 2001). A third isoform, termed GR-P is encoded by exons 2-7 and part of intron 7. This truncated GR is missing a large portion of the ligand binding domain and
like GRβ encodes a unique carboxy terminal tail as a result of the inclusion of an intron fragment in the mRNA. GR-P is thought to enhance GRα mediated gene expression (Yudt & Cidlowski, 2002). GR-A lacks exons 5, 6 and 7, and together with GR-P have been associated with GC resistant phenotypes (Zhou & Cidlowski, 2005). GRγ has a single amino acid (arginine) insertion between exons 3 and 4, shown to halve the transactivation potential. Furthermore, GRγ expression levels were shown to correlate with childhood acute lymphoblastic leukemia (Zhou & Cidlowski, 2005).

The post-translational modifications of the GR include phosphorylations, ubiquitinations and sumoylations (Ismaili & Garabedian, 2004; Le Drean et al, 2002; Wallace & Cidlowski, 2001). The GR is constitutively phosphorylated under physiological conditions, but undergoes agonist and cell cycle induced hyperphosphorylation.

The five serine residues are phosphorylated selectively under different conditions by cyclin-dependent kinases (CDK), mitogen-activated protein kinases (MAPK), glycogen synthase kinase-3 (GSK3) and c-Jun N-terminal kinases (JNK). The phosphorylation of several of the serines is dependent on the binding of ligands, whilst others are phosphorylated in a ligand-independent manner. Kinases and phosphatases are essential for proper GR function and nucleocytoplasmic shuttling of the receptor (Zhou & Cidlowski, 2005). Another important modification of the GR induced by GC binding is the covalent attachment of ubiquitin to the receptor, thus marking it for proteasome degradation (Wallace & Cidlowski, 2001). Furthermore, sumoylation (the attachment of small, ubiquitin-related modifiers) of the GR potentiates its transcriptional activity (Le Drean et al, 2002).

1.7 GR and MR actions
GC effects are mediated either by the MR which has higher affinity for naturally occurring GCs, such as cortisol, and the GR which has 10 times lower affinity (de Kloet et al, 2008). Both receptors belong to the superfamily of nuclear receptors. The GR shows a widespread tissue distribution, whilst the MR has a more restricted expression. In certain brain areas including the hippocampus, both receptors are coexpressed, where they control neurotransmission and plasticity. In their inactive state the receptors reside mostly in the cytoplasm, as part of a large heteromeric complex with other several proteins such as hsp70, hsp90, FKBP51, FKBP52 and Cyp40 (Picard, 2006; Wochnik et al, 2005). The lipophilic nature of GCs allowed them to easily pass through plasma membranes by passive diffusion and bind the cGR and cMR. Upon ligation both receptors undergo conformational changes resulting in dissociation from their multiprotein complexes and the exposure of their nuclear localization signals and in the case of the GR, phosphorilation at five phosphorilation sites. Subsequently the ligand-bound receptors dimerize and translocate to the nucleus using the microtubule network as a guiding scaffold (Gross & Cidlowski, 2008). Here, the receptors function as ligand-activated transcription factors modulating genomic events (DeRijk et al, 2002). In addition to the classical nuclear receptors, anatomical and electrophysiological data have described membrane-bound variants of both the MR and GR (Di et al, 2003; Karst et al, 2005; Orchinik et al, 1991) that have been suggested to mediate rapid non-genomic effects via second messenger pathways. It is important that these genomic and non-genomic actions should not be seen as separate, but more as interacting and complementary mechanisms.

1.7.1 Cytosolic GR-mediated genomic effects
In the nucleus, the cGR modulates gene expression by several different modes of action. Firstly, GR binds as homodimer to specific GREs in the promoter region of target genes, and regulates the expression of target genes. The GR binding to highly conserved affinity GREs located within the promoter regions of GR target genes, results in the recruitment of the basal transcriptional machinery and cofactors and in gene transcription (Gross & Cidlowski, 2008). GR binding to low affinity negative and less conserved negative GREs (nGREs) leads to transcriptional suppression. A number of genes harboring nGREs were identified such as human osteocalcin, type 1 vasoactive intestinal polypeptide receptor, human corticotrophin releasing hormone and neuronal serotonin receptor (Zhou & Cidlowski, 2005). The exact mechanism by which nGREs induce inhibition of gene expression is unknown, but it might result from interactions with the transcriptional machinery and/or GR inactivation due to interaction-mediated conformational changes (Gross & Cidlowski, 2008) (Figure 6). Secondly, the receptor can modulate gene expression, by interacting with other transcription factors such as AP-1, NFκB and members of STAT family (Kumar & Thompson, 2005).

### 1.7.2 Intracellular GR dynamics

While most studies have looked at gene regulation after long term stimulation by GCs, recently it was shown that ultradian hormone stimulation induces cyclic GR mediated transcriptional regulation, or gene pulsing (*PER1*, *GILZ*), both in cultured cells and in animal models (Conway-Campbell et al, 2010; Stavreva et al, 2009).
Recent studies have shown that the nuclear receptor mechanism is highly dynamic, rather than static process as previously considered. However, these studies have been performed in cell culture and adrenalectomized rats and translational studies in humans are warranted. Intra-tissue microdialysis demonstrated that GC target tissues are exposed to rapidly fluctuating hormone levels (Cook, 2001; Droste et al, 2008). It was first discovered that GR rapidly exchanges at promoters in the genome in a ligand and adenosine triphosphate (ATP)-dependent manner (Stavreva et al, 2004). Moreover, GR responds in an ultradian manner only to natural GCs and not to synthetic ligands such as DEX. This results in subsequent ultradian waves of GR nuclear translocation and GREs occupancy (Stavreva et al, 2009) (Figure 7). Moreover, the dynamic promoter occupancy of GR target genes coincides with oscillations in the “chaperone protein cycle”, as well as RNA Polymerase II loading and exchange, which fluctuate according to the changes in

**Figure 6.** Models of glucocorticoid receptor transcriptional modulation. Adapted and modified from (Stahn & Buttgereit, 2008).
the extracellular hormone concentrations. Consequently, this results in “gene-pulsing” of transcriptional patterns of nascent RNA (Stavreva et al, 2009) (Figure 7).

Little information is available about the physiological relevance of this pulsatile GC release. For instance, episodic release of GnRH and GH prevent receptor desensitisation and maintain target tissue responsiveness. It was suggested that gene pulsing in the GR system is necessary for correct transcriptional programming (Lightman et al, 2008; Stavreva et al, 2009). Importantly, constant hormone treatment with synthetic GCs lead to constant gene expression and inappropriate protein expression resulting in altered body physiology (Belchetz et al, 1978; Wildt et al, 1981). At diagnostic level, an understanding of the role of the endogenous ultradian rhythm for normal function of GC responsive genes should result in new approaches to the diagnosis and treatment of abnormalities in HPA axis activity. Attention must be paid to the kinetics of therapy in patients with GCs’ responsive diseases. The kinetics of the orally administered drugs results in a non-pulsatile increase in levels of plasma cortisol over the day, which will result in abnormal regulation of many GC-responsive genes. Therefore, as our knowledge of the effects of pulsatile endogenous GC release increases, pulsatile therapy must be investigated as an alternative to the old treatment regiments in order to maximize the therapeutic response and decrease GCs’ side effects.

1.7.3 GR-mediated rapid non-genomic effects

GCs exert some of their immunosuppressive, anti-inflammatory and anti-allergic GC effects via nongenomic mechanisms (Buttgereit & Scheffold, 2002). Some of these effects occur within seconds and minutes and thus are too fast to be explained by classical nuclear signaling (Lowenberg et al, 2008).
Non-genomic effect do not directly influence gene expression, but may be mediated by the activation of signaling cascades. However, non-genomic effects may lead to subsequent genomic actions. Buttgereit et al. have given the following classification of the rapid non-genomic effects of GCs: nonspecific interactions of GCs with cellular membranes; nongenomic effects mediated by cGR; and specific interactions with...
membrane GR (mGR) (Buttgereit & Scheffold, 2002). Recent findings suggest additional mechanism by cGR translocation to mitochondria (Boldizsar et al, 2010; Sionov et al, 2006). A high concentration of GCs (above 30 mg per day) can change the physicochemical properties of plasma and mitochondrial membranes. GCs are thought to intercalate into these membranes and change the function of membrane-associated proteins, thereby influencing membrane permeability and lipid peroxidation. The interaction of GCs with immune cells membrane leads to rapid immunosuppression and subsequent reduction of the inflammatory response through a decrease of calcium and sodium fluxes across plasma membranes. GCs also reduce ATP synthesis in the mitochondria (Buttgereit & Scheffold, 2002), which may also contribute to the antiinflammatory and immunosuppressive effects of high doses of GCs. Non-genomic effects can also be mediated by the proteins that dissociate from the cGR complex, following binding of GCs to the cGR. Released proteins such as Src, induce lipocortin activation and subsequent rapid inhibition of arachidonic acid release. This pathway has been considered as responsible for the rapid immunosuppressive effects of GCs (Croxtall et al, 2000). The third mechanism involves a membrane bound GR. It existence has been reported in amphibian neuronal membranes and in rodent lymphoma cells (Evans et al, 2000; Gametchu et al, 1999) and was further confirmed in human peripheral blood mononuclear cells. Lowenberg et al. have revealed the existence of mGR also in human T cells. They found that DEX inhibit T cell receptor signaling through inhibition of the enzymatic activities of components of the mGR-multiprotein complex, tyrosine kinase and FYN that have key role in initiation of T cell signaling and subsequent cytokine synthesis, cell proliferation or migration (Lowenberg et al, 2006).

1.8 Glucocorticoid circadian rhythms and the immune system
Interactions between the nervous system, the HPA axis and components of the innate and adaptive immune system play a key role in the regulation of inflammation and immunity. Many of the studies carried out during the past 50 yrs have showed the wide spectrum of GC actions on the immune response with opposite effects on the innate and adaptive components of the immune system. In general, GCs assist the innate immunity and suppress the adaptive immunity. They act on the immune system by both suppressing and stimulating a large number of pro-inflammatory or anti-inflammatory mediators. In many ways, GCs lead to termination of inflammation by enhancing the clearance of foreign antigens by stimulating opsonization and macrophage phagocytic ability and antigen uptake. GC stimulates the clearance of microorganisms by stimulation of expression of the manose receptor or the scavenger receptor CD163. GCs strongly downregulate a large number of cytokines (such as IL-1β, TNFα, IL-6, IL-12 and IL-18) and chemokines (including IL-8, Mip-1β, Mip-3β, Mcp-2, Mcp-3, Mcp-4 and eotaxin). Although GCs were shown to downregulate pro-inflammatory cytokines in vitro and in vivo, GCs enhance the receptor of some of these cytokine and chemokine such as IL-1RI, IL-8R, IFNαR, CSFRI, CSFRII, IFNγRI, IFNγRII, TNFR, CCR1 and complement factors C3a, C4a and C5a (Galon et al, 2002). GCs are shown to inhibit arachidonic acid metabolites, free oxygen radicals, and nitric oxide, explaining their potent anti-inflammatory properties. Antigen-presenting cells, such as macrophages and dendritic cells (DC), bridge innate and adaptive immunity. After exposure to GCs, the mature DC have a decreased ability to present antigens via the downregulation of MHC class II and co-stimulatory molecules and elicit a T cell response. The differentiation of CD4+ T cells into the mediators of cellular immunity T helper Th1 lymphocytes, or into mediators of humoral immunity Th2 lymphocytes, depends on the type of antigen encountered and the type of produced cytokines during antigen presentation. GCs inhibit Th1 immune
response via inhibition of IL-12 secretion from DC and monocytes. On the other hand they promote Th2 immune response via enhancement of IL-10 secretion by macrophages. GCs also influence the cell viability by prevention or induction of apoptosis. The differentiation as well as the activation stage determines the T cell survival. Developing T lymphocytes, are highly susceptible to GC-mediated apoptosis, whilst mature T cells are more resistant and need pharmacological doses or prolonged GC treatment to undergo GC mediated apoptosis. GCs also suppress the humoral immunity, causing B cells to express smaller amounts of IL-2 and IL-2 receptors. This diminishes both B cell clone expansion and antibody synthesis.

Circadian rhythms are evident in both enumerative and functional immune measures (Knapp & Pownall, 1984). Peripheral counts of B cells and T cells peak nocturnally, while NK cells and macrophages peak diurnally (Ritchie et al, 1983). Plasma concentrations of cortisol and catecholamines exhibit most distinct circadian variations and their possible regulatory role in the circadian redistribution of the circulating immune cells have been extensively studied. Adrenalectomized mice were shown to loose their circadian leucocyte rhythm suggesting that immune cell redistribution is regulated by the adrenal hormones (Maisel et al, 1990). A clear negative correlation exists between T cell counts and plasma cortisol throughout the 24 h period suggesting a mechanistic link (Abo et al, 1981; Ritchie et al, 1983). Time-lagged cross correlation analysis revealed a negative correlation between T cells and plasma cortisol and a positive correlation between NK cells and plasma cortisol with a lag time of 2 h, whilst the correlations with epinephrine rhythm were non significant (Kronfol et al, 1997).

These redistributitional changes are also associated with circadian variations in immune function (Fernandes et al, 1976; Knapp et al, 1979; Ratte et al, 1973). For instance the susceptibility of rats to reject skin and renal allografts, a measure of cell-mediated
immunity, depends on the circadian timing of transplantation (Ratte et al, 1973). In humans, the majority of renal allograft rejection episodes occur during the night, when GC levels are the lowest (Knapp et al, 1979). Similarly, specific antibody titers were higher in animals immunized during daylight when murine steroid concentrations are lowest than in those injected during the night (Fernandes et al, 1976). A circadian rhythm of natural killer cell cytotoxic activity (NKCA) in humans has been documented by substantial number of studies, most of which recorded increases of NKCA in the blood during the morning and early afternoon (Angeli, 1992; Kronfol et al, 1997). In rats maximal and minimal levels of activity were located in the early dark and the early light period respectively (Arjona et al, 2004). Other innate immune functions such as cytokine secretion by macrophages and NK cells undergoes similar time-of-day variation with high levels occurring after the onset of the dark phase and low levels during the light phase in mice (Keller et al, 2009).
1.9 Research Objectives

The main goal of this thesis was to investigate several facets of the complex temporal relationship between the central nervous, endocrine and immune systems. As outlined in this chapter cortisol, a key stress mediator in humans, exerts profound effects on a wide range of physiological and developmental processes that are crucial for the maintenance of homeostasis and adaptation to stress. Cortisol exhibits a circadian rhythm with peak levels in the early morning hours followed by a late afternoon nadir. Underlying the circadian pattern is an ultradian rhythm of cortisol secretory pulses. Detailed analysis of hormone pulsatility is necessary for understanding hormone signaling under both normal and pathophysiological conditions. So far this analysis was performed only in blood samples where higher cortisol levels may occur due to the invasiveness of the venipuncture procedure. Therefore, the first aim of this thesis was to investigate the utility of saliva as an alternative sampling medium for future psychobiology studies on cortisol pulsatile secretion.

Circadian rhythms of the HPA axis and of cortisol have been implicated in circadian redistribution of circulating lymphocytes and granulocytes reflected also in circadian changes in their immune function. However, information regarding the diurnal redistribution of immune cells and their temporal correlations with cortisol is scarce. Therefore the second aim of this thesis was to investigate the diurnal redistribution of T, B and NK cell subsets in relation to the endogenous cortisol rhythm.

Superimosed on these natural circadian rhythms is the central nervous system-mediated glucocorticoid response to stressor. Psychosocial stress is involved in the ethiology and pathogenesis of many neurodegenerative and immune diseases and the inter-individual variation in responses to stress are suggested to play a key role in the different prevalence of stress-related disorders. Together with SAM axis, HPA axis activation and CG-GR
mediated slow genomic effects play a central role in the complex stress response. Therefore our third aim was to investigate the effects of a psychosocial stressor on the levels and kinetics of expression of primary GR target genes, previously associated with stress-related disorders in both male and female subjects.
Chapter 1: General Introduction

1.10 Outline of the thesis

The thesis is organized in five main chapters. Chapter 1 gives an overall introduction into the subject of the thesis. Chapter 2 is focused on comparing the natural GC rhythm in saliva and in plasma samples in healthy male donors and aimed to investigate saliva as an alternative sampling medium for studying the pulsatile cortisol secretion by deconvolution analysis for future psychobiological research. Chapter 3 is focused on interplay between the non perturbed neuro-endocrine and the immune systems. Circadian cortisol rhythm has been suggested as a possible regulator of the circadian redistribution of the circulating immune cells. Focusing on an 8 h observation period throughout the day we investigated the diurnal redistribution of human lymphocytes and their temporal associations with salivary cortisol profiles. In Chapter 4, we focused on the GR-mediated genomic effects in a perturbed HPA axis. We investigated the kinetics of GR-mediated gene expression in response to a laboratory psychosocial stress in a cohort of healthy males and females.

The key findings of this thesis as well as suggestions for future research are discussed in Chapter 5.
Chapter 2

The use of saliva for assessment of cortisol pulsatile secretion by deconvolution analysis
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2.1 Abstract

Cortisol is the key effector molecule of the HPA axis and is secreted in a pulsatile manner in all species studied. In order to understand cortisol signalling in health and disease, detailed analysis of hormone pulsatility is necessary. To dissect cortisol pulsatility in plasma deconvolution techniques have been applied. Blood sampling is a labour-intensive, expensive and invasive technique that causes stress and alters HPA axis activity. Therefore saliva has been extensively investigated as an alternative sample to measure cortisol. Here we use state of the art deconvolution algorithms to investigate cortisol pulsatility in saliva. Blood and saliva samples were obtained at 15 min intervals over an eight hour period in 18 healthy men to analyse their diurnal cortisol levels. A multiparameter deconvolution technique was used to generate statistically significant models of cortisol secretion and elimination in plasma and saliva. The models consisted of estimates of the number, amplitude, duration and frequency of secretory bursts as well as the elimination $t_{1/2}$ in a subject specific manner. No significant differences were noted between plasma and saliva with regard to the observed secretory bursts (7.8± 1.5 vs. 7.0 ±1.4) and the interpeak interval (59.6±10.5 min vs. 61.0±11.5 min). Moreover a strong positive correlation between the numbers of peaks in both fluids were observed ($r=0.83$, $p<0.0001$). Monte Carlo simulations revealed an 84 % temporal concordance between plasma and saliva peaks in all donors ($p<0.005$) with a mean of 1.3±0.8 plasma peaks unmatched in saliva. The percentage concordance increased to 90 % when concording only the morning cortisol peaks in plasma and saliva up to 1100 h. The deconvolution of the most distinct component of cortisol diurnal rhythm-CAR, revealed an average 2.5±1.1 peaks based on the individual time for cortisol to return to baseline levels. In conclusion, deconvolution analysis of plasma and salivary cortisol concentration time series showed a close correlation and similar pulsatile characteristics between saliva and plasma cortisol.
Similarly, Monte Carlo simulations revealed a high concordance between the peaks in these coupled time series suggesting that saliva is a suitable medium for subsequent deconvolution analysis yielding accurate and reliable models of cortisol secretion in particular during the morning hours.

Keywords: cortisol, secretion, half-life, saliva, Deconvolution, modelling, Monte Carlo simulations, concordance
2.2 Introduction

Cortisol, exerts profound effects on a wide range of physiological and developmental processes that are crucial for the maintenance of homeostasis and adaptation to stress. Secretion of cortisol, the final product of the HPA axis is regulated by a hormonal cascade initiated by the PVN of the hypothalamus. The PVN receives circadian pulses from the SCN of the hypothalamus, and integrates information from cognitive processes and emotional and physical stress reactions (Reppert & Weaver, 2002; Ulrich-Lai & Herman, 2009). Circadian oscillations in cortisol concentrations peak in the early morning hours and reach their nadir by the first half of the night. Underlying the circadian pattern is an ultradian rhythm of cortisol secretion pulses. These secretory episodes occur at a constant frequency of approximately one hour in both rats and humans. These secretory episodes occur at a fairly stable frequency in both rats and humans, but have variable amplitudes responsible for the typical circadian rhythm (Lightman et al, 2000; 2002; 2008; Lightman, 2006; Stavreva et al, 2009; Young et al, 2004) although variations in the interpeak interval (IPI) between the active and quiescent phases have also been reported (Veldhuis et al, 1989b). The pulsatility model of Walker et al. (Walker et al, 2010) suggests that activation alternating with inhibition of the HPA axis regulates cortisol pulses. During the secretory phase of a pulse, rapidly rising corticosteroid levels induce a rapid feedback signal, inhibiting secretion. The circulating hormone is metabolised and cleared. After a more or less constant interval the next pulse is triggered.

Detailed analysis of hormone pulsatility is necessary for understanding hormone signalling under both normal and pathophysiological conditions. A number of psychiatric and neurological diseases have been associated with changes in glucocorticoid pulsatility. For example, Deuschle et al. showed an increased HPA activity in MDD with a higher pulse frequency (Deuschle et al, 1997). Conversely, Halbreich et al. reported a reduced
pulse frequency in patients with endogenous depression (Halbreich et al, 1985). An approximate doubling of cortisol pulse frequency was observed in an animal model of chronic inflammation (Windle et al, 2001). Thus, monitoring cortisol secretion patterns may help to elucidate mechanisms underlying some of these neuroendocrine disorders.

Serial measurements of hormone concentrations provide limited information about hormone pulsatility. Initially computer-based modeling techniques were used to identify and characterize perturbations in hormone concentration time series rather than describing actual underlying secretory events (Clifton & Steiner, 1983; Merriam & Wachter, 1982; Oerter et al, 1986). Deconvolution analyses, commonly used in physics correspond to mathematical dissection of concentration profiles into underlying release and elimination steps. This was later adapted to characterize hormonal secretion and clearance, revealing the underlying ultradian pulses in plasma (Johnson et al, 2004; McIntosh & McIntosh, 1985; Rebar et al, 1973; Veldhuis et al, 1987). However these earlier deconvolution procedures had several limitations including subjective identification of secretory bursts, the necessity of a priori knowledge of the t\(\frac{1}{2}\), the lack of robust statistical verification and user-unfriendly interface (Clifton & Steiner, 1983; Merriam & Wachter, 1982; Oerter et al, 1986; Veldhuis & Johnson, 1986). These disadvantages have recently been corrected by a fully automated and statistically-based deconvolution procedure, AutoDecon, developed by Johnson et al. (Johnson et al, 2008; Johnson et al, 2010). It provides both an objective approach to initial secretory burst selection with no user intervention required and a statistically based verification of candidate secretory bursts. It was shown that analysis with Autodecon resulted in substantially higher true-positive rates of identification of hormone secretory events than earlier deconvolution algorithms (Johnson et al, 2010). The application of deconvolution analyses to study the normal HPA physiology in humans has however advanced the understanding of amplitude modulation
and changes in frequency, which are characteristic of the circadian hormonal secretion (Veldhuis et al, 1990; Veldhuis et al, 1989b).

Cortisol pulsatile patterns have so far been investigated exclusively in plasma samples (Henley et al, 2009; Kerrigan et al, 1993; Metzger et al, 1993; Veldhuis et al, 1989b). An important prerequisite of any investigation of the HPA axis requires a stress-free sampling method, especially in psychobiological research. Several studies have shown that venipuncture represents a stress that can significantly enhance cortisol levels in infants (Mantagos et al, 1991), healthy adults and patients with Cushing’s syndrome (Stahl & Dorner, 1982). Moreover it was shown that this response to sampling may result in a state of low reactivity of the whole HPA axis, potentially masking the effect of experimental stimuli (Follenius & Brandenberger, 1986). This may be overcome by measuring salivary cortisol levels.

Measurement of salivary cortisol has proven to be a valuable research tool, to monitor circadian rhythm, ACTH stimulation, dexamethasone suppression in normal subjects and patients with neuroendocrine disorders (Laudat et al, 1988; Peters et al, 1982; Umeda et al, 1981; Walker et al, 1978). Salivary cortisol levels are thought to reflect the free fraction in plasma. A high concordance between the two free cortisol fractions has been reported and can be explained with the fact that cortisol enters the oral cavity mainly by passive diffusion. It is therefore independent of transport mechanisms, saliva flow rates and volumes. The correlation itself between free cortisol levels in both plasma and saliva are independent of CBG levels, even if CBG influences the level of free cortisol (Laudat et al, 1988; Peters et al, 1982; Umeda et al, 1981; Vining et al, 1983; Walker et al, 1978). Nevertheless circadian fluctuations of CBG and lower cortisol levels during the afternoon hours, reduce free cortisol fractions in both plasma and saliva. Thus salivary cortisol has several additional advantages over venipuncture in psychobiological research.
In this study, we analysed ultradian salivary and plasma cortisol profiles between 0800 h and 1600 h by mathematical deconvolution and compared the deconvoluted models with each other. Deconvolution permitted us to resolve the cortisol secretory bursts in both plasma and saliva generating individual deconvolution models and to study the underlying pulsatile structure of the major component of cortisol diurnal rhythm—CAR. We obtained similar deconvolution models and high concordance between secretory events in both fluids. Therefore because of its non-invasive nature and limited effect on the HPA axis saliva sampling suggesting that saliva may be the preferred sampling procedure for cortisol in psychobiological studies. This study investigates the utility of salivary cortisol during the waking hours to monitor its underlying pulsatile secretion for future psychobiological studies.

2.3 Materials and methods

2.3.1 Subjects and experimental design

Eighteen healthy male donors (age range 18–40, mean 28.6±7.0 yrs) were recruited from the general population. Exclusion criteria included: chronic or acute illnesses, medication within the previous two weeks and a BMI <18 or >30.

Donors who live and work close to the Clinical Investigation and Epidemiological Center were recruited to minimize the time between awakening and arrival. All donors came to the Clinical Center, several days prior to the experiment to receive detailed instruction about the study. Donors were instructed to wake up as every day, and to come to the Clinical Center as though they were going to their normal work. Care was taken that there was only minimal deviation from their daily morning routine to reduce the effect of stress on CAR as much as possible. Donors were supplied with saliva collection devices
(Salimetrics oral swabs, Salimetrics, Newmarket, UK) and they were instructed to collect salivary samples first thing after awakening while they were still in bed. This first saliva sample was used as baseline cortisol levels to calculate CAR. The mean delay between time of awakening and arrival was 71.8 ± 17.01 min. Donors arrived between 0715 and 0945 h. The procedure continued from the time of arrival every 15 min until 1600 h. EDTA blood was drawn after arrival concurrently with saliva sampling using an indwelling intravenous canula. Samples were stored at -20°C until analysed. During the experiment the subjects were allowed normal ambulatory activity and received meals at 0900 h and 1200 h. Meals were provided immediately after saliva collection. One saliva sample was collected at 1200 h during the meal. Subjects were asked to stop eating for five minutes before the sampling. None of the participants voiced any complaints about the sampling procedure or asked to interrupt the sampling. The study protocol was approved by the Luxembourg National Research Ethics Committee (CNER) and written informed consent was obtained from all participating subjects.

2.3.2 Hormone assays

Plasma cortisol concentrations were determined by an in vitro diagnostic competitive immunoluminometric sandwich assay (Liaison Cortisol®, Diasorin, Saluggia, Italy). The assay sensitivity was 15 ng/ml. Intra-assay variability was 2.96 %, and inter-assay variability was 5.58 % (according to the manufacturer).

Salivary cortisol was measured in duplicate by commercial ELISA (Salimetrics, Newmarket, UK) with a minimal detection limit of 0.03 ng/ml and intra- and inter-assay variability of 3.5 % and 5.08 %.
2.3.3 Deconvolution analysis

For the deconvolution analysis model-free secretory profiles were generated using the pulse algorithm integrated in the Pulse_XP software (Johnson et al, 2008). Pulse_XP is an integrated software package designed for the analysis of hormone concentration time-series for both basic and clinical research. This software package provides tools for the exploration of the aperiodic fluctuations that are typical of serum concentration profiles for many neuroendocrine and peripherally secreted hormones. It is a non-commercial freeware that can be downloaded from http://mljohnson.pharm.virginia.edu/home.html. The software estimated the approximate positions and amplitudes of major secretory events and provided initial estimates of cortisol half-life and of basal secretion rates. Then, the model was refined to generate statistically significant profiles applying the Autodecon algorithm (Johnson et al, 2008) to the Akaike’s information criterion (AIC)<70 as a measure of the relative goodness of fit of the statistical model (Akaike, 1974) and using runs test for randomness to demonstrate that there is no statistical difference between modelled and observed data (i.e p>0.05). All experimental analyses were performed by the same person to avoid inter-operator errors. To exclude for subjective errors, models were re-generated by a second operator. Main models estimates were compared by linear regression analysis and resulted in $R^2>0.9$.

2.3.4 Concordance of secretion events

Formal statistical analyses of coincident saliva and plasma cortisol pulses were performed using the concordance module of the Pulse_XP software (Johnson et al, 2008; Johnson et al, 2009) to confirm the non-random associations (p<0.05) between hormone release episodes in both fluids. This module applies Monte Carlo simulations with 100 000 cycles
to evaluate the statistical significance of the observed cortisol pulse coincidence. Coincidence within a fixed time window (lag) was defined by peak maxima in samples occurring within 20 min of each other. Analyses were carried out both with a fixed time window (±20 min) irrespective of statistical significance and by varying the time window in order to achieve optimal statistical significance for each donor.

2.3.5 Statistical analysis

Comparison between plasma and saliva for the number of temporally coincident cortisol secretory peaks, their IPI and cortisol half-life were performed by student T-test and these results were presented as mean ± S.D. Mathematical relationships were calculated using the Pearson product moment correlation test. All statistical analyses were performed using SigmaStat (Systat Software, GmBH, Erkrath, Germany). Statistical significance was considered for \( p < 0.05 \), after Bonferoni post hoc correction whenever necessary. In order to describe the CAR, the cortisol net increase as well as the area under the curve with reference to ground (AUCg) (Pruessner et al, 2003) were calculated. The cortisol net increase was defined as the difference between the individual cortisol peak value (e.g., sample 2, 3, 4, or 5) and the first cortisol measurement immediately after awakening (sample 1) (Kudielka & Kirschbaum, 2003). The cortisol zenith was defined as the highest morning cortisol peak measured for each individual.

2.4 Results

2.4.1 Plasma and saliva cortisol concentration profiles
Plasma and saliva cortisol profiles were obtained from 18 healthy donors. The sampling procedure proved acceptable to all of the donors with none dropping out or filing a complaint. All donors demonstrated a series of major fluctuations in saliva as well as in plasma cortisol throughout the observation period. These fluctuations were characterized by sharp rises in the early morning followed by a slower, generally smooth decline, following in most cases an exponential curve. Three representative donors are shown in Figure 8-10A-B. All profiles showed the typical cortisol pattern with the characteristic morning cortisol zenith, a midday meal–related peak that coincided with the subjects’ lunch time (1230-1400 h) and an afternoon nadir.

Fourteen of the 18 donors showed a clear diurnal rhythm, with a characteristic CAR in salivary samples, occurring on average 42.8±16.5 min after awakening (range 15-60 min). Two subjects showed a later CAR that peaked only 75 min and 90 min after wake-up. For two other donors the cortisol zenith could not be detected due to incorrect sampling after awakening. These donors were therefore excluded from other CAR analysis. The mean saliva cortisol zenith for 14 donors was 16.6±5.9 nmol/l (range 9.4-26.4 nmol/l). CAR was calculated for each donor using the first five time points (i.e up to 60 min after awakening). The mean net cortisol increase for the 14 donors was 10.31±4.3 nmol/l, (range 4.93-20.38 nmol/l). AUCg measured on the first five morning samples averaged 714±294 nmol/l. The mean time between the salivary cortisol zenith and its drop was found to be 93.2±35.8 min (range 30-135 min). The mean saliva cortisol zenith of the midday meal-related peak was 9.38±4.3 nmol/l (range 4.1-21.9 nmol/l).

The plasma cortisol zenith was detected only for the two donors with the late CAR (i.e 75 and 90 min post awakening). For all other donors the post awakening increase and the zenith were missed. Only the post zenith CAR decrease was observed. Due to the time delay between awakening and the first blood sample it was not possible to obtain
information about CAR indices (net increase, AUCg) for any of the donors. The mean plasma cortisol zenith of the midday meal-related peak was 333.4±110 nmol/l, (range 192-505 nmol/l).

Salivary cortisol correlated positively and significantly with plasma cortisol in all donors (r=0.48-0.98, p<0.05 in all the cases, Figure 12A-B). Whilst 84% (15/18) of the subjects showed correlations of r >0.7 and up to r= 0.98, only 16% (3/18) of the subjects had low correlations of r<0.7. The lowest r-value being 0.48. This was clearly reflected in the overall correlation between salivary and plasma cortisol concentrations, that was lower than the one expected, but highly significant (r=0.71, p<0.0001, Figure 12C). When introducing a 15 min lag, the cross-correlation improved with improves with 89% (16/18) subjects with an r >0.7, and only 11% (2/18) subjects with a correlation of r<0.7.

The area under the salivary cortisol curve was on average 3.96%±1.12 (range 2.3%-7%) of the area under the plasma cortisol curve (Table 1). A significant positive correlation between total AUC values, a surrogate measure of cortisol production in plasma and saliva was detected (r=0.66, p=0.002, Figure 12D), despite the enhanced 11-β hydroxysteroid dehydrogenase (HSD) activity in saliva and CBG in the plasma preventing the bound fraction from reaching the saliva.

The mean area under the midday peak in saliva corresponded to about 2.84%±0.85 (range 1.6-4.9%) of AUC in plasma. Similarly, its mean amplitude in saliva was 2.80%±0.85 (range 1.2-5.1%) of the amplitude in plasma. A significant positive correlation between the AUC values of the midday peak in plasma and saliva was detected (r=0.51, p<0.05, Figure 12E). The same result was observed when comparing the corresponding peak amplitudes in plasma and saliva (r=0.54, p<0.05, Figure 12F). Strong correlations were also obtained between individual midday peak AUC and their corresponding peak
Figure 8. Plasma and saliva cortisol concentrations analysed by deconvolution analysis for one representative donor. Initial concentration profiles for plasma (A) and saliva (B) we used to generate model-independent secretory profiles (C and D), and subsequently deconvoluted using the Autodecon algorithm to give the underlying cortisol pulsatile structure (E and F). The pulsatile patterns were convoluted to give the theoretical concentration profiles (G and H) that were not statistically different from the initial concentration profiles (A and B). Concentration is expressed in nmol/l. Secretion is expressed in nmol/l/min. Error bars in plasma represent the SEM calculated based on the MDL and CV % of the assay using a standard variance model. Error bars in saliva represent the SEM from each sample assayed in duplicate.
Figure 9. Plasma and saliva cortisol concentrations analysed by deconvolution analysis for a second representative donor. Initial concentration profiles for plasma (A) and saliva (B) we used to generate model-independent secretory profiles (C and D), and subsequently deconvoluted using the Autodecon algorithm to give the underlying cortisol pulsatile structure (E and F). The pulsatile patterns were convoluted to give the theoretical concentration profiles (G and H) that were not statistically different from the initial concentration profiles (A and B). Concentration is expressed in nmol/l. Secretion is expressed in nmol/l/min. Error bars in plasma represent the SEM calculated based on the MDL and CV % of the assay using a standard variance model. Error bars in saliva represent the SEM from each sample assayed in duplicate.
Figure 10. Plasma and saliva cortisol concentrations analysed by deconvolution analysis for a third representative donor. Initial concentration profiles for plasma (A) and saliva (B) were used to generate model-independent secretory profiles (C and D), and subsequently deconvoluted using the Autodecon algorithm to give the underlying cortisol pulsatile structure (E and F). The pulsatile patterns were convoluted to give the theoretical concentration profiles (G and H) that were not statistically different from the initial concentration profiles (A and B). Concentration is expressed in nmol/l. Secretion is expressed in nmol/l/min. Error bars in plasma represent the SEM calculated based on the MDL and CV % of the assay using a standard variance model. Error bars in saliva represent the SEM from each sample assayed in duplicate.
amplitudes in both plasma and saliva ($r=0.86$, $p<0.0001$ and $r=0.81$, $p<0.0001$, respectively, Figure 11A-B).
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**Figure 11.** Pearson correlations between the midday peak AUC and the amplitudes in plasma (A) and in saliva (B). AUC is expressed in nmol/l and amplitude is expressed in nmol/l/min. Each dot represents one donor.

### 2.4.2 Deconvolution analysis of pulsatile cortisol secretion

Plasma and saliva concentration profiles were deconvoluted. For each donor the Pulse algorithm generated a model-independent secretory profile. This provided a preliminary estimate of the basal secretion rate of cortisol and its half-life. It also positioned the secretion pulses on the time axis and provided an estimate of their amplitude (Figure 8-10C-D). These results were further refined using Autodecon to provide a statistically valid secretory model for each donor (Figure 8-10E-F). Then theoretical concentration curves were modelled for each donor using the predicted secretion events and the calculated cortisol half-life (Figure 8-10G-H). The concentration models of all donors reached AIC<70 and a runs test significance of $p>0.05$ indicating that there is no statistically significant difference between the models and the observed concentrations.

Table 1 summarizes the aggregated parameters of the individual secretory models. No statistical difference ($p>0.05$) was found between the frequency of cortisol secretory pulses in saliva and plasma ($7.0\pm1.4$ vs. $7.8\pm1.5$ bursts/8 h, Figure 13A).
Figure 12. Pearson correlations between plasma and saliva cortisol concentrations in individual donors with the highest (A) and the lowest (B) correlation and for all donors (C) throughout the complete observation period. Insert to panel (C) represents the mean plasma and salivary cortisol concentration for all donors. Pearson correlations between the AUC of the complete observation period in plasma and saliva (D), midday peak AUC (E) and midday peaks amplitudes (F) of all donors. Insert to panel (D) is mean plasma and salivary cortisol AUC of all donors. Concentration and AUC are expressed in nmol/l and amplitude in nmol/l/min.
Moreover a strong positive correlation between the number of temporally concordant individual peaks in saliva and plasma was observed ($r=0.83$, $p<0.0001$, Figure 13A). The average amount of cortisol secreted per burst (AUC) in saliva was 4.2 %±2.1 (range 2.0-10.1 %) of the total cortisol amount secreted in plasma in the different donors (Figure 13B). Similarly, the mean amplitude of cortisol secretory bursts in saliva was 4.16 %±1.98 (range 2.0-10.1 %) of the amplitude of cortisol bursts in plasma (Figure 13C). In saliva cortisol half-life was significantly shorter than in plasma (28.9±8.5 vs. 42.1±8.5 min, $p<0.001$, Figure 13E). Cortisol half-life in plasma and saliva correlated positively with borderline significance. ($r=0.47$, $p=0.049$, Figure 13E).

Significant positive correlation was observed between the total AUC of the cortisol time profiles in plasma and the sum of the areas under the deconvoluted peaks ($r=0.67$, $p=0.002$, Figure 14A). In saliva their correlation was much stronger ($r=0.9$, $p<0.0001$, Figure 14B). Linear regression analysis demonstrated a strong positive correlation between the IPI in plasma and in saliva ($r=0.71$, $p=0.0008$, Figure 13F). No statistically significant difference was found between the IPI of saliva and plasma cortisol pulses (61.0±11.5 vs. 59.6±10.5, $p>0.05$, Figure 13F). The deconvolution revealed on average 2.5±1.1 peaks from awakening until cortisol reached baseline levels. When CAR was measured only on the first five morning samples (up to 60 min) as frequently reported (Hellhammer et al, 2007; Izawa et al, 2010; Kudielka & Kirschbaum, 2003) on average 1.4±0.5 peaks were detected.

### 2.4.3 Concordance

Monte Carlo concordance analysis was initially performed with a varying time window, where a significant concordance ($p<0.05$) was found for all donors. The mean concordance of
Figure 13. Pearson correlations between the corresponding number (A), AUC (B) and amplitudes amplitudes (C) of plasma and saliva peaks of all donors. Insert to panel (A) represents the mean number of corresponding peaks/8 h in plasma and saliva of all donors. Insert to panel (B) is the mean peak AUC in plasma and saliva of all donors. AUC is expressed in nmol/l, amplitude is expressed in nmol/l/min. Half-life and interpeak interval are expressed in min. Each dot represents one donor.
<table>
<thead>
<tr>
<th></th>
<th>Plasma Cortisol</th>
<th>Salivary Cortisol</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean peak number/8h</td>
<td>7.8±1.5</td>
<td>7.0±1.4</td>
<td>P&gt;0.05</td>
</tr>
<tr>
<td>Interpeak interval, min</td>
<td>59.6±10.5</td>
<td>61.0±11.5</td>
<td>P&gt;0.05</td>
</tr>
<tr>
<td>Half life t ½, min</td>
<td>42.1±8.5</td>
<td>28.9±8.5</td>
<td>P&lt;0.001</td>
</tr>
<tr>
<td>Mean AUC, nmol/l</td>
<td>102940.4±27425.2</td>
<td>4078.2±2021.6</td>
<td>P&lt;0.001</td>
</tr>
<tr>
<td>Peak AUC, nmol/l</td>
<td>153.3±57.4</td>
<td>5.9±2.75</td>
<td>P&lt;0.001</td>
</tr>
<tr>
<td>Amplitude of cortisol burst, nmol/l/min</td>
<td>8.3±2.9</td>
<td>0.3±0.14</td>
<td>P&lt;0.001</td>
</tr>
</tbody>
</table>

Table 1. Quantitative features of episodic cortisol secretion resolved by multi-parameter deconvolution analysis.
Figure 14. Correlations between total plasma AUC and sum of peak AUC (A) and between total saliva AUC and sum of peak AUC (B). AUC is expressed in nmol/l.

all plasma peaks with those in saliva was 84 % (Figure 15C), whilst 94.3 % of all salivary peaks were concorded with plasma peak. The overall correlation of the areas under the curve of the individual temporally concordant peaks was r=0.58, p<0.0001 (Figure 13B). Similarly, a strong positive overall correlation of the amplitudes of the individual peaks was r=0.59, p<0.0001 providing strong support for the validity of the models (Figure 13C). 1.3±0.8 plasma peaks of 7.8 on average were not matched with concordant peaks in saliva, whilst 0.4±0.5 peaks of a total of 7.0 salivary peaks were unmatched in plasma. 70% of the plasma peaks that remain unidentified in saliva, as well as 70 % of the salivary peaks that were not matched in plasma, occurred between 1100 to 1600 h. When comparing the concordance of the morning cortisol peaks in plasma up to 1100 h with the concordance of the eight-hour cortisol profiles the percentage of concordance increased by 6 % (90.0 %±13.7 % vs. 84 %±10.1 %, Figure 15E). Both in the morning and the complete eight-hour profiles there was a strong correlation between the total number of peaks in plasma and the number of concordant peaks in saliva (r=0.89, p<0.0001, r=0.87, p<0.0001, Figure 15D-F). Cortisol peaks were detected in saliva on average 19.4±7.4 min after their appearance in plasma. No significant correlation (r=0.25, p>0.05; r=0.06,
was found between the percentage coincidence as a function of plasma cortisol pulse frequency for all donors (Figure 16). Since a correlation would only be expected if the concordance between plasma and saliva cortisol pulses was random, this shows that plasma-saliva peak concordance is non-random and significant (Clifton et al., 1988). The concordance between plasma and saliva cortisol profiles of different, randomly selected donors was detected as non-significant (p>0.05).

Secondly, we performed Monte Carlo concordance analysis (Veldhuis et al., 1989a) with a fixed time window as commonly done in the literature (Backstrom et al., 1982; Johnson et al., 2009; Veldhuis et al., 1994; Veldhuis et al., 1992). Our choice for a fixed time window was based on our estimates of 19.4±7.4 min derived from the variable concordance analysis. A compromise window of ±20 min was selected to achieve an optimal balance between percentage concordance and significance. The fixed time window analysis of ±20 min showed a significant (p<0.05) saliva-plasma peak concordance in 61% of the donors (11/18 donors). Under these conditions, on average 70% of all plasma peaks concorded with a corresponding salivary peak (Figure 15A), on average 2.3±1.2 peaks of a total of 7.8 plasma peaks remained unmatched in saliva. The correlation between the total number of plasma peaks and the number of concordant peaks in saliva was r=0.73, p<0.0001 (Figure 15B). 78.4% of all salivary peaks concorded with a corresponding plasma peak with an average of 1.4±0.8 peaks from a total of 7.0 salivary peaks remaining unmatched in plasma. However, according to our initial variable window analysis, coincidence intervals of 12 to 26.8 min would seem appropriate. However, according to our initial variable window analysis, coincidence intervals of 12 to 26.8 min would seem appropriate. To allow concording salivary peaks occurring between 0 and 12 min post plasma peak, we repeated the analysis with a fixed window of 0-30 min and the concordance did not significantly improve (p>0.05).
**Figure 15.** Concordance of saliva and plasma cortisol pulses. The percentage of salivary pulses for a total number of plasma pulses was assessed using a fixed time window (A), a donor-specific variable window (C) and during the morning hours with a variable time window (E). The number of salivary pulses for a total number of plasma pulses was assessed using a fixed time window (B), a donor-specific variable window (D) and during the morning hours with a variable time window (F). Each dot represents one donor.
2.5 Discussion

This appears to be the first study that compares ultradian cortisol pulsatility in plasma and saliva using deconvolution analysis. Deconvolution modelling successfully resolved cortisol pulses in both plasma and saliva. The pulses in saliva could be matched up with those in plasma providing highly significant estimates of numbers, amplitudes, durations and frequencies of secretory pulses as well as estimates of half-lifes for each individual. Our observation of 7.8±1.5 pulses (range 5-10 peaks/8 h) in plasma between 0800-1600 h, corresponding to a 59.6±10.5 min IPI, and a range of 45.7-89.9 min, differ than previously reported values (Henley et al, 2009; Metzger et al, 1993; Veldhuis et al, 1989b). Earlier deconvolution models reported 19±0.82 peaks/24 h, corresponding to an average IPI of 77±4.0 min (Veldhuis et al, 1989b), 17.4±0.7 peaks/24 h corresponding to an IPI of 76.1±2.0 min (Henley et al, 2009), and 5±1 peaks/6 h, with an IPI of 69±5 min (Metzger et al, 1993). Our shorter IPI is also reflected in a shorter mean cortisol half-life.
of 42.1±8.5 min in plasma (range 32-65 min) and 28.9±8.5 min in saliva (range 17-54 min). Although this is lower than otherwise reported in the literature, our estimated half-lives accurately reflected the steepest negative slope of the concentration curve (r=0.71, p=0.0009, Figure 13D). When forcing the deconvolution model to use a longer cortisol half-life, the models did not reach statistical significance except for one donor. Previous deconvolution models estimated the plasma half-life to be 56±4.0 min, 67.4±3.1 and 73±5.3 min for term neonates, pubertal males and adults respectively (Kerrigan et al, 1993; Metzger et al, 1993; Veldhuis et al, 1989b). Whilst, the endogenous cortisol half-life in saliva has not been previously determined by deconvolution, after intravenous (IV) administration of 20 mg cortisol, the salivary half-life was significantly shorter than that observed in plasma (72min vs.102 min) (Tunn et al, 1992). Our data showed a similar 30% difference, between the saliva and the plasma half-life. This shorter half-life in saliva could be explained by the accelerated metabolism of cortisol to cortisone due to elevated 11β-hydroxysteroid dehydrogenase type 2 activity in the salivary gland and saliva (Kirschbaum & Hellhammer, 1989; Vining et al, 1983). As a result saliva, unlike plasma has up to three times the level of cortisone compared to cortisol (Levine et al, 2007; Morineau et al, 1997; Stewart et al, 1995).

In contrast to our observation period, all previous studies have sampled over a 24 h period which could account for the differences in the pulse frequency, IPI and half-life. We observed higher plasma/saliva peak concordance during the morning hours, than later during afternoon hours because of a weaker resolution of the pulsatility during the second half of the day. During the late afternoon hours until post midnight the amplitude of cortisol peaks is only 20 % of those during the day, which can dramatically influence the peak detection. We speculate that this may be the reason for our higher estimates of peak frequency and the shorter IPI in comparison to previous reports (Henley et al, 2009;
Metzger et al, 1993; Veldhuis et al, 1989b). In addition, all previous studies have used a simpler algorithm which is known to have significant limitations, including the subjective identification of the secretory bursts and the lack of rigorous statistical verification (Johnson et al., 2008). Unlike all previous studies (Henley et al, 2009; Metzger et al, 1993; Veldhuis et al, 1989b), we used the latest deconvolution procedure AutoDecon developed recently by Johnson et al. (Johnson et al, 2008; Johnson et al, 2009). AutoDecon does not require hands-on interference and it has been shown that this procedure performs considerably better than the deconvolution algorithm used in all previous studies with regard to sensitivity and secretory burst detection rates for true-positive, false-positive and false-negative peaks of insulin (Johnson et al, 2010) and LH (Johnson et al, 2008). The higher sensitivity to detect peaks and the higher statistical confidence of AutoDecon led to an increase in peak detection, which was reflected in a shorter IPI and shorter cortisol half-life. Importantly, it was shown for both (LH) and GH that a better resolution of the deconvolution was obtained when the sampling frequency was higher (Evans et al, 1987). Thus it is important that the sampling intensity reflects the expected hormone pulse frequency and half-life. The sampling interval of 15 min applied in our study corresponding to roughly a quarter of the plasma cortisol half-life was as recommended by Metzger et al. (Metzger et al, 1993) and fell within the sampling intervals of 10 and 20 min used in previous studies. The deconvolution profiles generated for our 18 donors reached statistically significant levels, measured by AIC and runs test. Thus differences in pulse frequency, IPI and half-life depend on the sampling period, the deconvolution model used (Evans et al, 2009; Johnson et al, 2008; Veldhuis et al, 1984) and the sampling frequency (Evans et al, 2009; Mulligan et al, 1994; Veldhuis et al, 1984).
Furthermore, biological effects may also explain differences in pulsatility. For instance serum cortisol levels have been reported to exhibit seasonal rhythmicity in goats with highest cortisol concentrations observed in winter and lowest from early spring to summer (Alila-Johansson et al, 2003). For other pituitary hormones pulsatility is also reported to be seasonal, at least for LH and FSH (Martikainen et al, 1996). A considerable increase in LH pulse frequency and a proportional decrease in pulse amplitude was observed in rams subjected to artificial changes in the day length (Almeida & Pelletier, 1988). Similarly in humans, the mean area of LH pulses was significantly higher during the winter than in the summer (Almeida & Pelletier, 1988; Elliott, 1976; Kripke et al, 2010). Irrespective of the minor differences from previous deconvolution studies, when the plasma cortisol pattern was compared to the salivary cortisol there was a remarkable agreement between the number of plasma and saliva peaks (7.8±1.5 events/8 h, 7.0±1.4 events/8 h), or between interpulse intervals (59.6±10.5 min vs. 61.00±11.5 min). The lack of statistical difference between these saliva and plasma estimates demonstrates that the ultradian cortisol pulsatility is also reflected in the saliva.

Concordance or synchrony between discrete hormone pulses has been used as an indicator of coupling between independently pulsing hormones (Backstrom et al, 1982; Veldhuis et al, 1994; Veldhuis et al, 1992). Monte Carlo simulations have been applied to evaluate the concordance between paired and triple hormonal series (Clifton et al, 1988; Guardabasso et al, 1991). Here, we applied Monte Carlo simulations to compare pulsing patterns in distinct compartments. A fixed time window analysis was performed as commonly done in the literature (Backstrom et al, 1982; Johnson et al, 2009; Veldhuis et al, 1994; Veldhuis et al, 1992), with a window width of ±20 min as an optimal balance between percentage concordance and significance. The overall peak concordance reached already 70% and left on average 2.3± 1.1 plasma peaks unidentified in saliva. It has been
shown that when two pulse generators have a higher degree of autocorrelation and are operating at approximately the same frequency it is possible, to observe a significant degree of coincidence in the absence of real coupling between the generators (Cook & Campbell, 1979). The absence of significant correlation between the plasma cortisol pulse frequency and the percent coinciding saliva cortisol pulses confirmed that the concordance that we observed was not simply due to the high operating frequencies of cortisol in both compartments.

When using a varying time window to account for differences between individuals in cortisol saliva diffusion rates, 84% of all plasma peaks were assigned to a corresponding salivary peak. On average 1.3±0.8 peaks in plasma were not matched with a corresponding peak in saliva. The salivary cortisol pulses occurred on average 19.4±7.4 min after the correspondent plasma cortisol pulse. Our results showed large inter-individual variability in cortisol diffusion rates into the saliva. Therefore, individual time windows may be more appropriate than the same one for all donors. The minor differences between the numbers of pulses in plasma and saliva can be explained by poor resolution of pulsatility during afternoon hours. Indeed 70% of the plasma peaks that remain unidentified in saliva occurred between 1100 to 1600 h. An additional increase in concordance was observed when only the morning cortisol peaks in plasma and saliva up to 1100 h were considered in comparison with the concordance from the complete observation period cortisol profiles (90%±13.6% vs. 84.0%±10.1%). Circadian fluctuations of CBG and lower cortisol in the afternoon hours, reduce the free cortisol fractions in plasma and in saliva and could explain the poor concordance in the afternoon hours. The differences between the deconvolution parameters of plasma and saliva cortisol profiles were minor and not statistically significant, but limiting the concordance analysis only to the morning hours eliminated plasma peaks unmatched in saliva.
Therefore, saliva would best be used for monitoring cortisol pulsatility during the morning hours.

The morning rise in cortisol is a distinct component of the diurnal pattern of cortisol and is considered to be a marker of HPA axis integrity and adrenal cortisol production (Clow et al, 2004; Hellhammer et al, 2007). It is characterised by a 50-100 % cortisol increase, peaking about 30 min after awakening (Clow et al, 2004). Although morning cortisol levels remain elevated for at least one hour after the zenith, CAR is commonly investigated within the first hour after awakening (Federenko et al, 2004; Kudielka & Kirschbaum, 2003). The deconvolution of CAR based on the individual time for cortisol to return to baseline levels revealed on average 2.5±1.1 peaks. In contrast when only the first 75 min after awakening were taken into account on average only 1.4±0.5 peaks were detected. This is the first analysis of the pulsatile structure of CAR and our results suggest that at least 120 min of observation post awakening are necessary to allow the observation of peaks in the decay phase of the CAR.

Blood sampling is an invasive, and for some donors, a stressful procedure. Plasma cortisol is largely protein-bound and usually measured as the sum of the bound and free fraction, while saliva is thought to represent the free (i.e the active) hormone (Vining et al, 1983). Importantly, saliva is obtained in a simple, non-invasive way, suitable for studying stress hormone pulsatility. During the last twenty years salivary free cortisol became an increasingly important measurement in psychobiological research. Here, we have extended the utility of saliva sampling by providing a tool for analysing the underlying secretory events. Whilst saliva is a surrogate for plasma analysis, collection does not normally induce an HPA axis response, leaving the underlying pulsatile structure unaltered by the sampling technique.
Our study was designed to investigate cortisol deconvolution in the saliva to obtain reliable data on the natural, unperturbed cortisol secretory events (except for the initial placement of the intravenous canula). The main strength of our experimental design is that we can resolve most of the underlying pulsatile events in cortisol under these baseline conditions. Further studies are required to demonstrate that our deconvolution approach is equally effective under different conditions of perturbed HPA axis and over the complete 24 h period. Another limitation is that all our results are from healthy, young male subjects only and our results may be differentially influenced throughout the menstrual cycle.

In summary, no statistical difference and a highly significant concordance was obtained between the deconvoluted 8 h plasma and salivary cortisol concentration profiles. The concordance was further improved during the morning hours, providing access to the underlying structure of CAR. The well-known advantages of salivary sampling make deconvolution of salivary cortisol levels especially in the morning a powerful technique to access the unaltered cortisol pulsatility.
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3.1 Abstract

Immune cell trafficking is crucial for surveillance and effector functions of the immune system. Circadian rhythms of the HPA axis and of cortisol have been implicated in circadian redistribution of circulating lymphocytes and granulocytes. However, information regarding the diurnal redistribution of immune cells and their temporal correlations with cortisol is scarce. In this study, we investigated the diurnal redistribution of T, B and NK cell subsets in relation to the endogenous cortisol rhythm.

Saliva and blood samples were collected every 15 min over an 8 h period. Salivary free cortisol was measured by ELISA. Surface markers (CD3, CD19, CD8, CD56, CD16, KIR) were measured in whole blood samples by 6-color flow cytometry and cell subsets quantified as a percentage of the total lymphocyte population. To study associations between the diurnal cortisol rhythm and the redistribution of T, B and NK cells we calculated cross-correlations with lag periods of 15 min.

The salivary cortisol levels showed the typical diurnal variations with a significant morning CAR peaking around 0730 h followed by an afternoon nadir. While B cells remained stable throughout the 8 h, T cells (CD3+CD8+ and CD3+CD8−) showed a significant positive cross-correlation with cortisol levels when a delay of 30-105 min was taken into account. This was followed by a negative correlation covering a period of 165-285 min after the cortisol peak. Conversely, NK cells showed an initial negative correlation at 45-105 min, followed by a positive correlation at 120-285 min. The major CD56+16+ subset and the CD56−16+ population showed similar temporal correlation profiles. The minor CD56+16− NK cell subset showed no temporal changes. The major NK subset (CD56+16+) contains cells with higher cytolytic activity (KIR+) cells, whilst the single positive subsets CD56+16− and CD56−16+ are mainly involved in cytokine
production. Significant positive correlations were observed in KIR+ subsets coincident with this of NK cells covering a period of 105-300 min after the cortisol peak.

In conclusion, increasing sampling frequency together with the inclusion of the time points immediately after the cortisol peak revealed strong lagged correlations with diurnal cortisol levels with a bimodal response for both T and NK cells. The high resolution cross-correlations applied here showed that the cellular redistribution is, much faster and more variable than previously shown with mobilization of more cytolitic innate immune cells 180 min after CAR.

Keywords: cross-correlations, cytolytic NK cells, cellular redistribution, cortisol awakening rise, immunity;
3.2 Introduction

Cortisol, the main effector molecule of the HPA axis is secreted in a well-known circadian rhythm that is produced by regular, hourly pulses varying primarily in amplitude (Lightman, 2006; Stavreva et al, 2009; Veldhuis et al, 1989b). The HPA axis is thought to play a key role in orchestrating the interplay between the neuro-endocrine and the immune system (Eismann et al, 2010; Webster et al, 2002). Thus, circadian cortisol and HPA-axis rhythmicity have been implicated in the circadian redistribution of circulating immune cells (Dimitrov et al, 2009; Levi et al, 1985; Miyawaki et al, 1984; Ritchie et al, 1983; Suzuki et al, 1997). Circadian variations in circulating human T and B cells are characterised by a nocturnal peak and a daytime nadir (Eismann et al, 2010; Kawate et al, 1981; Ritchie et al, 1983). A negative correlation was shown between absolute peak T and B cell counts and plasma cortisol throughout the 24 h period suggesting a mechanistic link (Kawate et al, 1981; Ritchie et al, 1983), but surprisingly little is known about the diurnal redistribution of important lymphocyte subsets. Reports are conflicting with respect to the circadian rhythms for B and NK cells and their correlation with cortisol rhythm (Kawate et al, 1981; Kronfol et al, 1997; Miyawaki et al, 1984; Ritchie et al, 1983). For example, Kronfol et al. reported a significant circadian rhythm for NK cells, with a lag time of approximately 2 h (Kronfol et al, 1997), whilst Ritchie et al. were not able to detect such a rhythm (Ritchie et al, 1983). Also, the diurnal redistribution of the different NK cell subsets and their correlations with cortisol rhythm have not been investigated. While, the regulatory role of cortisol in the circadian redistribution is still debated, both exogenous GC (Kawate et al, 1981; Miyawaki et al, 1984; Slade & Hepburn, 1983) and stress induced GC release (Kimura et al, 2008) induced changes in absolute and relative lymphocyte counts that are comparable to circadian variations.
Exogenous GC administration in humans resulted in transient lymphopenia maximal 3-8 h after GC administration, due to cellular redistribution (Fauci & Dale, 1975; Slade & Hepburn, 1983). Less is known about NK cell subsets redistribution after GC administration, although a two-fold increase in NK counts was observed after a 7 d treatment of rats with a GC agonist (Miller et al, 1994).

The immune function also shows circadian variations that are potentially linked to GC levels (Fernandes et al, 1976; Halberg et al, 1974; Knapp et al, 1979). For instance the susceptibility of rats to reject skin and renal allografts, a measure of cell-mediated immunity, depends on the time of the day when transplantation was done (Halberg et al, 1974; Ratte et al, 1973). In humans, the majority of renal allograft rejection episodes occur during the night, when GC levels are expected to be at their lowest (Knapp et al, 1979). Similarly, specific antibody titers were higher in animals immunized during daylight when murine steroid concentrations should be lower than in those immunized during the night (Fernandes et al, 1976). A circadian rhythm of NKCA in humans with maximum activity in the morning or in the early afternoon has been documented by several studies (Gatti et al, 1987; Kronfol et al, 1997). Administration of exogenous GC resulted in an increase in NKCA of circulating human lymphocytes 4 h later (Katz et al, 1984) suggesting a direct link between circadian cortisol levels and NKCA.

However, information regarding the diurnal redistribution of immune cells and their temporal relation to the hourly ultradian cortisol rhythm are limited. This is partly because previous studies used long intervals (2 -5 h) between measurements (Kronfol et al, 1997; Miyawaki et al, 1984; Suzuki et al, 1997). To investigate the temporal relationship of psychological (Schlotz et al, 2008) and physiological (Engert et al, 2011) variables with stress-induced cortisol levels, time-lagged cross-correlations have recently been used. Such time-lagged cross-correlations allow to investigate systems that follow
their own kinetic in response to a distinct stimulus with a high temporal resolution. This approach has been used for instance to correlate, alpha-amylase (sAA) of the SAM system and, cortisol release after psychosocial stress test (TSST). Only one study has performed limited time lagged cross- correlations to study associations between circadian cortisol and lymphocyte counts (Kronfol et al, 1997), but the 2 h sampling interval was limiting.

The present study addresses limitations in the experimental design of previous studies, investigating the diurnal redistribution of lymphocyte subsets including NK cell subsets, applying an intensive 15 min sampling schedule over an 8 h observation period covering both the morning cortisol rise and the afternoon nadir. We observed a bimodal redistribution of lymphocyte subsets, and both phases correlated significantly with diurnal cortisol levels.

### 3.3 Materials and methods

#### 3.3.1 Subjects and experimental design

Nineteen healthy male donors (age range 18-40, mean 28.6±7.0 yrs) volunteered to participate in the present study. Physical health status of all participants was assessed using a health questionnaire. Exclusion criteria included any chronic or acute illnesses within the prior two weeks; use of any medication in the previous week, and a BMI of <18 or >30.

To minimize the delay between awakening and arrival, as well as minimising the deviation from the normal morning routine, donors living and working close to the Clinical Investigation and Epidemiological Center were recruited as previously described (Trifonova et al., In Press). Saliva collection devices (Salimetrics oral swabs, Salimetrics,
Newmarket, UK) were supplied to all donors prior to the experiment and saliva samples were collected from immediately upon awakening whilst donors were still in bed. The mean awakening to arrival delay was 71.8 ± 17.01 min. Donors arrived between 0715 and 0945 h. EDTA blood sampled via an indwelling intravenous canula and saliva were collected concurrently from the time of arrival every 15 min until 1600 h. Blood samples were processed immediately for the determination of lymphocyte surface markers. During the experiment, subjects were allowed regular ambulatory activity and received standardized meals at 0900 and 1200 h. Participants were fully instructed about the experimental purpose and gave their written informed consent. The study protocol was approved by the Luxembourg National Research Ethics Committee (CNER).

3.3.2 Cortisol ELISA

Salivary cortisol was measured in duplicate by commercial ELISA (Salimetrics, Newmarket, UK) with a minimal detection limit of 0.03 ng/ml and intra- and inter-assay variability of 3.5 % and 5.08 % respectively.

3.3.3 Cellular immune parameters

Undiluted full EDTA blood (100 µl) was incubated with the proper combination of specific antibodies for 15 min in the dark at room temperature. The different lymphocyte subpopulations were identified by 8-parameter 6-colour flow cytometry on the basis of cell surface markers using combinations of the following fluorescent labelled monoclonal antibodies: against CD16 (FITC), CD56 (PE), CD3 (PerCP), CD19 (PE-Cy7), CD8 (APC-Cy7) (Biolegend, San Diego, USA) and KIR (APC) (R&D systems, Minneapolis,
USA). The anti-KIR antibody binds the human inhibitory KIR2DL2, KIR2DL3 and the activating KIR2DS2 and KIR2DS4 receptors.

Isotype-matched irrelevant fluorescent labelled IgG1-FITC, IgG2B-PE antibodies (Immunotools, Friesoythe, Germany) were included to test for unspecific binding. Unstained cells served as negative controls. Single stained control samples from the first time point, 1200 and 1600 h, containing each individual antibody were also used to compensate for the spectral overlap between the different fluorochromes.

Erythrocytes were lysed with 4 ml FACS lysing solution for 15 min (BD Biosciences). Cells were subsequently washed and resuspended in 1 ml FACS buffer. Analyses were performed on BD FACS Canto II (BD Biosciences, NJ, USA) within 24 h of staining. Lymphocytes, monocytes and granulocytes were identified by dual scatter and 40 000 lymphocyte events were acquired. Data analyses were performed using FACS Diva 6.0 software (BD Biosciences, NJ, USA).

**3.3.4 Data analysis**

Lymphocyte subsets were quantified as a percentage of the initial lymphocyte gate in the FSC/SSC plot. T and B lymphocytes were gated from a CD3/CD19 plot, (Figure 18A) and CD3/CD19 double negative lymphocytes were used for NK cell analysis. NK cell subsets were identified from CD16/CD56 plots (Figure 19A). Furthermore percentages of KIR and CD8 expressing cells in each CD56/CD16 subset were obtained based on the separate gating on KIR and CD8 expressing populations (Figure 20A-C). Data are expressed as mean ± SEM. The missing values in the time series were estimated via linear regression with SPSS 14 for Windows software (SPSS inc., Chicago, USA). Time series were analysed by one-way analysis of variance (ANOVA) with repeated measures
considered sampling time as the potential source of variance. The pairwise multiple comparisons between all data points were calculated by Tukey Test. The changes in cell numbers were considered as significant when three or more adjacent sampling time points were significantly different from others (p<0.05). Statistical analyses were performed using SigmaStat (Systat Software, GmBH, Erkrath, Germany). To study associations between the cortisol rhythm and the rhythm of the individual immune measures, cross-correlations with lag periods for the immune measures of every 15 min were calculated correspondingly to the 15 min collection interval. The cortisol zenith was defined as the highest morning cortisol peak measured for each individual.

3.4 Results

3.4.1 Ultradian salivary cortisol

8 h saliva cortisol concentration profiles were obtained from 19 healthy donors. Major fluctuations of cortisol were observed throughout the observation period in all participants. The most distinct secretory event was the significant (p<0.001) CAR occurring on average at 0730 h. CAR was visible in seventeen of the 19 donors, but was not detectable in two donors due to incorrect sampling post-awakening. The mean saliva CAR zenith for 17 donors was 19.5±10.7 nmol/l (range 9.4-51.2 nmol/l). Another distinct peak in the cortisol concentration profiles was the midday meal–related peak that coincided with the subjects’ lunch (1230-1400 h). This meal-related cortisol peak averaged for 19 donors 12.9±8.7 nmol/l, (range 4.1-36.2 nmol/l). These major fluctuations in cortisol levels were followed by an afternoon nadir with lower fluctuations. Figure 17 shows ultradian saliva cortisol profiles of three representative donors (A-C) as well as the mean ± SEM of 19 healthy donors (Figure 17D).
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Figure 17. Ultradian salivary cortisol rhythm of three representative donors (A-C) and mean ±SEM of 19 healthy male donors (D). Clock time runs from 0700 to 1700 h.

3.4.2 Ultradian variations of T and B lymphocytes

B and T cells were identified from CD3/CD19 dot plots (Figure 18A). Figure 18C-E shows the ultradian change in the percentage of CD3 and CD19 cells throughout the day.

By one way ANOVA with repeated measures, significant percent variations (p<0.05) were observed for T lymphocyte population reflecting the diurnal rhythm of cortisol. Peak T cell levels occurred between 0800-0915 h, followed by a significant decrease (1115-1200 h), after which they remained unchanged at least until 1600 h (Figure 18C). CD8+ T cells were identified from CD3/CD8 dot plot (Figure 18B). CD8+ T cells accounted for 29.2 %±1.6 % on average (range 27.7-34.2%) of the total T cells. They did not show significant variations over the 8 h observation period (p>0.05, Figure 18D). CD3+ CD8− cells accounted for 63.4 %±2.03 % on average (range 61.5-67.2 %) of the total T cells. They showed a significant decrease between 1000-1130 h in comparison to the increase
observed in the morning at 0845-0900 h and in the afternoon between 1300 and 1445 h (p<0.05, Figure 18E).

Relative CD19+ B cell levels did not show any significant variation (p>0.05) throughout the 8 h observation period. A borderline significant difference was observed between B cell counts at the first sampling time point (mean of three donors only) and 1315 h (mean of 19 donors), (p=0.057; Figure 18F)

**3.4.3 Ultradian variation of NK lymphocytes**

CD56+16–, CD56+16+ and CD56–16+ were identified from CD16/CD56 dot plot (Fig 19A), and the total number of NK was calculated as the sum of each of these subpopulations. Significant percent variations were observed for the total number of NK cells (Figure 19B). The highest total NK cell levels were detected in the first morning blood samples, immediately decreasing to the diurnal nadir at 0815-0915 h and increasing significantly (p<0.05) again after 1100 h. These variations were largely due to the CD56+16+ double positive NK cells which in all donors, as expected represented the largest subpopulation of NK cells (mean of 82.8 %, range 69-94 %) (Figure 19C).

CD56+16+ cells peaked at 1115 h in all donors with preceding and subsequent significant nadirs at 0815-0915 h and at 1315-1345 h respectively (p<0.05). The remaining 17.20 % of NK cells corresponded to CD56–16+ (9.24 %) and CD56+16– (7.92 %). The second largest NK cell population (CD56–16+) cells, displayed a pattern similar to that of CD56+16+ with significant differences (p<0.05) between the early nadir at 0800-0945 h and a peak between 1215-1300 h, followed by a second nadir after 1315 h (Figure 19D). CD56+CD16– cells showed no significant ultradian pattern (Figure 19E).
Figure 18. Dot plot from a representative donor of CD3/CD19 gating (A) and CD3/CD8 gating (B). Daily changes of total CD3+ (C), CD3+CD8+ (D), CD3+CD8– (E), CD19+ (F) counts as percentage of total lymphocyte counts. Clock time runs from 0700 to 1700 h.
Figure 19. Dot plot from a representative subject of CD56/CD16 gating (A). Daily changes of total NK (B), CD56+16+ (C), CD56+16− (D), CD56−CD16+ cells (E) counts as percentage of total lymphocyte counts. Clock time runs from 0700 to 1700 h.
3.4.4 Redistribution of CD8 and KIR expressing NK cells

KIR–CD8+, KIR+CD8+, KIR–CD8– and KIR+CD8– within the three NK subsets were identified from KIR/CD8 dot plots after gating on each of the three NK subsets (Figure 20A). The majority of cells within the CD56+16+ population were KIR–CD8– (42.1 %). The double positive (KIR+CD8+) accounted for 12.9 %. The single positive populations KIR+CD8– and KIR–CD8+ corresponded to 27.7 % and 17.1 % respectively. The three NK subsets differed significantly (p<0.05) in numbers of KIR–CD8– and KIR+CD8+ cells.

Among CD56–16+ cells the relative counts of KIR–CD8– were more than twice as high as in the CD56+16+ subset, (87.5 % vs. 42.1 %). This relatively high number of KIR–CD8– cells was compensated by 6 time lower relative frequency of KIR+CD8+ in CD56–16+ than in CD56+16+ (2.0 % vs. 12.97 %). KIR+CD8– and KIR–CD8+ were approximately five times less abundant in the CD56–16+ subset (6.05 % and 4.36 %) than in CD56+16+ (27.7 % and 17.1 %).

Also in the CD56+16–, the KIR–CD8– population was twice as high as in the CD56+16+ subset (82.7 % vs. 42.1 %). This was compensated by a reduction in all other cell subtypes. The relative frequency of KIR+CD8+ was eight times lower in CD56+16– than in CD56+16+ (1.5 % vs. 12.9 %). KIR+CD8– corresponded to only 3.4% in comparison to 27.7 % in the CD56+16+ and 6.05 % in the CD56–16+ KIR–CD8+ corresponded to 12.42 % compared to 17.1 % in the CD56+16+ population and 4.36 % in the CD56–16+ (Table 2).

The single positive subsets KIR+CD8–and KIR–CD8+ within CD56+16+ showed a significant ultradian variation (p<0.05). KIR+CD8– showed a significantly higher count at 1100–1130 h (p=0.02), at the expense of a significantly lower count of KIR–CD8+.
(p<0.001, Figure 20B). Within the CD56–16+ significant diurnal variations were observed only for the KIR+CD8– cells. Their percentage was significantly lower at 1315 h in comparison to values observed at 1600 h (4.2 % vs. 7.0 %, p=0.01; Figure 20C). No significant ultradian variation in the four KIR/CD8 subsets within the CD56+16- cells was detected (p>0.05; Figure 20D).

<table>
<thead>
<tr>
<th></th>
<th>KIR–CD8+</th>
<th>KIR+CD8+</th>
<th>KIR+CD8–</th>
<th>KIR–CD8–</th>
</tr>
</thead>
<tbody>
<tr>
<td>CD56+16+</td>
<td>42.3±0.5%</td>
<td>12.9±0.3</td>
<td>27.7±0.2</td>
<td>17.4±0.3</td>
</tr>
<tr>
<td>CD56–16+</td>
<td>87.5±0.2</td>
<td>2.0±0.06</td>
<td>6.05±0.21</td>
<td>4.36±0.08</td>
</tr>
<tr>
<td>CD56+16–</td>
<td>82.7±0.3</td>
<td>1.5±0.1</td>
<td>3.4±0.1</td>
<td>12.4±0.3</td>
</tr>
</tbody>
</table>

Table 2. Average percentages of KIR/CD8 populations within CD56+/16 NK subsets. Data is expressed by the mean percentage ± SEM of all time points from 19 donors.

3.4.5 Correlations between lymphocyte ultradian fluctuations and cortisol levels

To establish the temporal influence of cortisol on the relative redistribution of lymphocytes and NK subsets, time-lagged Pearson correlations on mean cell percentage values were calculated (Figure 21 and 22). By varying the time delay between cortisol concentrations and cell numbers, the time lag with the best correlation was identified. Positive correlation between cortisol concentration and the percentage of CD3 cells was found when the time lag was increased from 0 to 150 min, reaching a maximal value after 75 min (r=0.61, p<0.0001, Figure 21A). Between 0-150 min the positive correlations (for each individual) were significant for 84 % of the donors, and for 50 % a delay of 75 min
was significant (p<0.05). Beyond 75 min the correlation decreased, reaching negative values between 165-285 min with the strongest negative correlation after 225 min (r=-0.4, p<0.05; Figure 21A). Between 165-285 min the negative correlations for each individual were significant in 52 % of the donors, and for 26 % at a delay of 225 min.

A significant positive correlation between cortisol concentration and the percentage of CD3+CD8− cells was found throughout the whole period with the highest correlation reached after 30 min (r=0.79, p<1.10^-9; Figure 21B). Between 0 and 300 minutes the individuals’ positive correlations were significant for 79 % of the donors, and for 32 % at delay of 30 min.

A negative correlation was observed between cortisol concentration and the percentage of total NK cells with 75 min lag (45-105 min), but this result was not significant (r=-0.26, p=0.1, Figure 21C). However, between 45 to 105 min significance was detected in 68% of the donors, and for 42 % at a delay of 75 min. A positive significant correlation was detected as the lag time increased (120-285 min) with a maximum coefficient at 180 min (r=0.7, p<0.0001; Figure 21C). Between 120-285 min significance was detected in 68 % of the donors, and 42 % at a delay of 180 min. The predominance of CD56+16+ in the total NK population is reflected in time-lagged correlations that are similar to those of the total NK cells. Initially a non-significant negative correlation was observed between cortisol concentration and the percentage of CD56+16+ cells in the same period of 45-105 min with the highest although still non-significant correlation occurring after a 75 min delay, (r=-0.24, p=0.1, Figure 22A). Between 45-105 min the individuals’ negative correlations were significant for 68% of the donors, and for 42 % at a delay of 75 min.
Figure 20. Dot plot from a representative donor of KIR/CD8 gating of CD56-16+ (A), CD56+16-(B), CD56+16+(C) Daily distribution of KIR/CD8 counts as percentage of the counts of CD56+16+ NK subset (D), CD56–16+ NK subset (E) and CD56+16– NK subset (F). Clock time runs from 0700 to 1700 h.
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Figure 21. Average Pearson correlation profiles of CD3+ (A) CD3+CD8- (B) and total NK (C) cell counts as percentage of total lymphocyte counts with salivary cortisol concentration. Open circles indicate time points with significant correlation (p<0.05). Arrows correspond to the time points of maximal significant correlation and data for these points are included as inserted dot plots.

Thereafter the correlation was positive (120-285 min) reaching a significant maximal value at 180 min (r=0.68, p<0.0001; Figure 22A). Between 120-285 min the individuals’ positive correlations were significant for 58 % of the donors, and for 32 % at a delay of 180 min.
Initially CD56–CD16+ cells showed a negative correlation between 0 and 165 min with a maximal negative correlation at 90 min lag ($r=-0.7$, $p<0.0001$, Figure 22B), followed by a smooth increase with positive correlation values between 180 and 300 min and the highest positive value at 255 min ($r=0.68$, $p<0.0001$; Figure 22B). Between 0-165 min the individuals’ negative correlations were significant for 68 % of the donors, and for 37 % at a delay of 90 min. Between 180 and 300 min individuals’ positive correlations were significant for 74 % of the donors, and for 37 % at a delay of 225 min.

The CD56+16– population was positively correlated with salivary cortisol throughout the whole period with the highest correlation reached after 150 min ($r=0.87$, $p<0.0001$; Figure 22C). Between 0 and 300 min the individuals’ correlations were significant for 95 % of the donors, and for 47 % at a delay of 150 min.

Initially all KIR+ cells showed a negative correlation between 0 and 90 min with a maximal correlation at 30 min delay ($r=-0.47$, $p=0.004$, Figure 23A), followed by an increase with positive correlation values between 105 and 300 min and the highest value at 180 min ($r=0.77$, $p=0.10^{-6}$; Figure 23A). Between 0-90 min the individuals’ negative correlations were significant for 68 % of the donors, and for 21 % at a delay of 30 min. Between 105 and 300 min individuals’ positive correlations were significant for 84 % of the donors, and for 26 % at a delay of 180 min. As expected KIR– cells showed a positive correlation between 0 and 90 min with a maximal correlation at 30 min delay ($r=0.47$, $p=0.004$, Figure 23B), followed by a smooth decrease with negative correlation values between 105 and 300 min and the highest negative value at 180 min ($r=-0.77$, $p=0.10^{-6}$; Figure 23B). Between 0-165 min the individuals’ correlations were significant for 68 % of the donors, and for 21 % at a delay of min. Between 105 and 300 min individuals’ correlations were significant for 84 % of the donors, and for 26 % at a delay of 180 min.
Figure 22. Average Pearson correlation profiles of CD56+16+ (A), CD56–16+ (B), CD56+16– (C) cell counts as percentage of total lymphocyte counts with salivary cortisol concentration. Open circles indicate time points with significant correlation (p<0.05). Arrows correspond to the time points of maximal significant correlation and data for these points are included as inserted dot plots.
3.5 Discussion

In line with previous studies, we observed significant variations in the percentages of T cells throughout the observation period (Miyawaki et al, 1984; Ritchie et al, 1983). While CD3+CD8+ and CD3+CD8- (i.e primarily CD4+ cells) were highest in the first morning blood samples, the counts were lowest between 1115-1200 h. In parallel, we observed a decrease in NK cells in the early morning, followed by an increase around midday (between 1115-1300 h) which was in agreement with (Kronfol et al, 1997), but in contrast to (Fukuda et al, 1994; Ritchie et al, 1983). B cells did not show significant variations, corresponding to the stable circadian B cell counts reported by Miyawaki et al. (Miyawaki et al, 1984). Similarly, corticosteroid administration in humans also had no effect on circulating B cell levels (Fauci, 1975; Fauci & Dale, 1974). In order to examine the cross-correlations between diurnal free cortisol pattern and peripheral lymphocyte
counts with high sensitivity, we applied a high frequency sampling schedule covering the morning CAR and afternoon nadir.

Our sampling frequency included also previously ignored time points immediately after the CAR. We observed linked bimodal responses for T cells, as well as for NK cells, that seem at least temporally linked. There was a positive correlation between cortisol and total T cells that were statistically significant over a lag period of 30-105 min, with the highest correlation 75 min after the cortisol peak. Over this same lag period, NK cell numbers correlated negatively with cortisol levels, with the best correlation again 75 min after the cortisol peak. In a later, second phase 165-285 min after cortisol secretion correlations with total T cells were negative with the best correlation after 225 min, whilst those with NK cells became positive, with the best correlation 180 min after the cortisol peak. Thus, our results suggest in a first phase a delay of about 75 min until full mobilization of T cells and until NK cell depletion, and a second phase between 165-285 min post CAR with opposite diurnal profiles of T and total NK cells in healthy subjects.

Kronfol et al., described, relatively weak positive and negative cross-correlations between cortisol, and NK and T cells respectively 2 h after CAR, probably corresponding to the beginning of the second phase of our bimodal redistribution. Our second phase seems to be in line with the transient lymphopenia seen after a single dose of exogenous corticosteroids, where periods of 180-360 min for maximal T cell depletion were reported (Fauci, 1976; Zweiman et al, 1984). This bimodal regulation, which affects total T cells and NK cells in an opposite way has not been previously reported.

A recent study has shown that the diurnal redistribution of T cell subsets are differentially regulated by cortisol and catecholamine rhythms. Effector CD8+ cells were recruited via β2-adrenergic receptors from the marginal pool to the circulation by reducing within minutes their adhesive properties via conformational changes of adhesion molecules
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(Dimitrov et al, 2009). On the other hand, GC-induced changes in adhesion molecule expression (such as CD62L, CXCR4, ICAM-1) on either naive T cells or endothelial cells were suggested as mechanisms of selective lymphocyte migration to the bone marrow. For instance, CXCR4 was upregulated in circulating human T cells by morning cortisol levels resulting in their redistribution to bone marrow with a 180 min delay (Dimitrov et al, 2009). In vitro cortisol upregulated CXCR4 expression within one hour (Dimitrov et al, 2009). Thus, our observed second phase T cell depletion 165-225 min post CAR, may correspond to a similar up regulation of CXCR4 or other adhesion molecules such as CD62L, and CD49d.

The above adaptation towards increased numbers of circulating innate immune cells peaking 180 min post CAR was also reflected in the composition of the NK cell subsets. The anti-KIR antibody used in our study was broadly reactive with both, the inhibitory and activating KIR receptors. KIR+ cells have prominent cytolytic activity, whilst KIR− cells were mostly involved in cytokine production (Cooper et al, 2001). In our study 41% of CD56+16+ cells, the largest NK cell population expressed KIR receptors, whilst the CD56−16+ and CD56+16− populations had five and nine times lower percentages of KIR positive cells respectively. Thus, the major NK cell subset (CD56+16+) contained cells with higher cytolytic activity, whilst the single positive subsets contained cells involved mainly in cytokine production. We observed a significant diurnal variation in the numbers of total KIR+ and KIR− cells. Interestingly, the time of KIR+ cell enrichment within both the CD56+16+ and CD56-16+ subsets coincided with the time of highest NK cell counts, corresponding to the 180 min lag period of maximal positive correlation with cortisol. Whether this corresponds to selective recruitment of cytolytic NK cells or the induction of KIR expression on KIR− cells is not clear. KIR+ cells within CD56+16- did not significantly change, as they only represent a small percentage in this subset. Higher NK
cell numbers enriched with more cytolytic KIR+ cells would protect against infections during the second phase, with a pool of circulating cells mobilized, and available to be recruited to the site of injury or infection. This increase in NK cell numbers and their bias towards a cytolytic phenotype observed here seems to be part of a generalised bias towards the increased mobilization of the innate immune cells 180 min after CAR that significantly correlates with diurnal cortisol levels and may be partially orchestrated by it.

It should be noted however that the cross-correlations observed do not prove a mechanistic link between endogenous cortisol levels and T and NK cells counts. It should be kept in mind that there are other rhythmically secreted hormones e.g cathecholamines that may also play role in the regulation of immune cell redistribution.

In conclusion, we detected significant inverse diurnal patterns for T and NK cells and strong lagged correlations with diurnal cortisol levels, in particular with CAR. Inclusion of the time points immediately after the cortisol peak, revealed a bimodal response with a first phase T cell increase and NK cell decrease peaking after 75 min. In a second phase, NK cells increased, and T cells decreased 180 and 225 min after the cortisol peak respectively. Taken together our results suggest that endogenous cortisol levels may play a role in fine-tuning the diurnal redistribution of T and NK cell populations, with a bias towards mobilising innate immune cells 180 min after CAR.
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4.1 Abstract

The endocrine stress response modulates gene expression to ensure a dynamic adaptation to stress and may represent an important factor contributing to the overall vulnerability for psychopathology. GC-induced gene expression is a functional readout that incorporates GC levels as well as receptor (GR and MR) levels and affinities. Alteration in levels and/or affinities of any of these components will change the subsequent gene response. As GC target genes have been shown to be expressed in a pulsatile manner after GC exposure, this study addressed the kinetic profile of GR target gene expression after a TSST induced pulse of endogenous GCs.

Expression of the GR target genes GILZ, FKBP and SDPR was measured by qPCR up to 120 min post-TSST in a mixed cohort of 14 male and 13 female subjects. To model the effects of TSST hormonal responses on gene expression trajectories a linear mixed effects regression model was generated.

We observed significant differences between the cortisol net increases in male and female responders, with approximately three times greater cortisol net increases in male subjects. About half of the participants, with similar gender ratio, showed a significant cortisol response 30 min before the beginning of the TSST, indicating anticipation of an upcoming stressful event. Gene expression showed a dynamic pattern with several distinct expression pulses related to anticipation, stress and meal presentation. The TSST responders who also had anticipatory and/or meal related peaks showed complex gene expression trajectories with waves of expression, complicating the modeling of corresponding hormonal and gene expression peaks. Only 40% of all donors showed either a distinct single anticipatory or stress induced cortisol peak that could be related to a subsequent gene expression peak. On average GILZ was upregulated 61.3 ±39.2 min after peak cortisol levels, whilst for FKBP5 this period was of 95.6 ±52.5 min.
Differences in the magnitude of the gene response were observed with a higher overall \textit{FKBP5} response compared to \textit{GILZ} and a trend of higher \textit{FKBP5} response in males compared to females. Moreover, the mixed effect regression model showed that the stress induced cortisol peak did not induce a peak in expression, but rather slowed down the natural decrease in \textit{GILZ} and \textit{FKBP5} mRNA levels over the afternoon. The model also confirmed that anticipatory responses to stressful stimuli are significant predictors of the gene response.

In conclusion we confirmed that the GC-induced gene expression pulsing within the GR system is a common phenomenon, occurring after exogenous hormone stimulation as well as when the HPA axis is perturbed by an acute stressor. However, we suggest that stress induced cortisol levels significantly alters the transcriptional program, only if they coincide with the ascending phase of an ultradian cortisol pulse.

Keywords: stress, cortisol, glucocorticoid receptor, kinetics, gene expression, humans
4.2 Introduction

GCs are steroid hormones secreted by the adrenal gland, and they are the effector molecules of the HPA axis. They exert profound effects on a wide range of physiological and developmental processes, and they play an important role in maintaining basal and stress-related homeostasis (de Kloet et al, 2005; Stahn & Buttgereit, 2008). The steroid hormone receptors that are bound by GCs, the mineralcorticoid receptor (MR, NR3C2, OMIM# 600983) and the glucocorticoid receptor (GR, NR3C1 OMIM# 138040) play an important role in both the response to, and control of the circadian and stress induced HPA axis activity. The primary function of both receptors is to act as ligand activated transcription factors, able to detect circulating steroid levels and to activate the appropriate transcriptional responses in GC target cells. Due to its 10 fold higher affinity for cortisol, the MR is thought to be permanently activated by GCs, including during periods of low GC levels (Conway-Campbell et al, 2007; Pascual-Le Tallec & Lombes, 2005). However, the GR is activated by ultradian, circadian or stress induced peak GC levels (de Kloet et al, 2005). As such, the GR is a key component of the stress response (Zhou & Cidlowski, 2005). Induction or inhibition of transcription, the genomic action of corticosteroids, is mediated either by direct GR-DNA binding or via protein-protein interactions with other transcription factors such as NFkB, AP-1, HNF4, C/EBP (Gross & Cidlowski, 2008; Hayashi et al, 2004). The resultant gene expression is a complex integration of GC levels as well as receptor (GR and MR) levels and affinities. Alteration in either the levels or affinities of any of these components will change the subsequent gene response.

To date genome wide and targeted gene expression studies have been performed to identify potential stress responsive genes, or potential biomarkers of stress exposure in vivo (Miller et al, 2008; Morita et al, 2005; Murata et al, 2005; Oishi et al, 2003; Pajer et
al, 2012). Morita et al. conducted a high-throughput microarray analysis to investigate the psychological stress-associated gene response in human leucocytes and revealed 70 potential stress-responsive genes whose mRNA levels significantly changed at 2 h after stress (Morita et al, 2005). Most of them were categorized into cytokines, cytokine receptors, growth- or apoptosis related molecules, and heat shock proteins, suggesting that stressful life events trigger acute responses in leucocytes. Another study analyzed genome-wide transcriptional activity in association with chronic isolation in humans (Cole et al, 2007). They observed an impaired transcription of GC responsive genes and increased activity of pro-inflammatory transcription control, thus explaining the elevated risk of inflammatory disease in individuals who experienced chronic social isolation. A more recent microarray study associated chronic stress with alteration in GC signal transduction which enables activation of pro-inflammatory pathways, thus contributing to stress-related morbidity and mortality (Miller et al, 2008).

By profiling gene expression after GR activation in rat hippocampal slices throughout a time window of 1-5 h, Morsink et al. reported a dynamic pattern with different waves of GR-target gene expression (Morsink et al, 2006). The resultant gene expression profiles showed a dynamic transcriptional response which shifted from a generalised downregulation of genes 1 h after GR activation, towards gene specific up- and downregulation 3 h post stress. The GR modulated genes were mostly involved in energy metabolism, signal transduction, neurotransmitter metabolism and cell adhesion. FK506 binding protein 5 (FKBP5) and glucocorticoid-induced leucine zipper (GILZ, TSC22D3) were both shown to be GR and MR regulated, but GILZ is more rapidly induced (Rogerson et al., 2004; Soundararajan et al., 2005). Restraint stress in rats has showed significant FKBP5 induction as early as 15 min after stress in thymocytes, whilst GILZ induction was observed after 2 h in the prefrontal cortex (Billing et al, 2012). Some of
these newly identified genes have been previously associated with stress-related disorders (Binder et al, 2004; Cole et al, 2007; Ising et al, 2008; Kato, 2007; Le-Niculescu et al; Willour et al, 2009). Decreased GILZ expression has been associated with some of the immune symptoms observed in FM (Macedo et al, 2008) and also in the development of delayed-type hypersensitivity reactions (Berrebi et al, 2003). Recently MDD and impaired recovery of the stress response have been associated with elevated FKBP5 expression levels (Binder et al, 2004; Ising et al, 2008), whilst decreased FKBP5 levels were associated with posttraumatic stress disorder (Yehuda et al, 2009). A genome wide expression analyses in genetic and chronic stress animal models, revealed a set of candidate biomarkers for depression. A panel of 11 out of 26 genes has overlapped in early-onset MDD patients, thus identifying potential peripheral biomarkers for this disease (Pajer et al, 2012).

However, these studies have measured gene expression alterations using one (Cole et al, 2007; Le-Niculescu et al; Macedo et al, 2008; Murata et al, 2005; Pajer et al, 2012; Yehuda et al, 2009) or a limited number (Morsink et al, 2006; Nater et al, 2009) of measurement points post GC exposure, thus allowing only the identification of potential stress-responsive genes. Interestingly, in vitro GC stimulation of adrenalectomized rats revealed pulsatile GR-mediated transcriptional regulation of GR target genes such as GILZ, PER1 (Conway-Campbell et al; Stavreva et al, 2009). This phenomenon was described as a form of gene pulsing and was suggested as essential for correct transcriptional programming (Lightman et al, 2008; Stavreva et al, 2009). However, studies on the kinetics of stress induced gene expression are notably absent.

The present study was conducted to shed light on the kinetics of GR target gene expression after inducing endogenous cortisol release. For this purpose, we applied a standardized stress protocol on a mixed cohort of male and female subjects and profiled...
the kinetics of gene expression at multiple time points before, during and after stress. We observed a dynamic gene expression pattern with several distinct gene expression pulses related to anticipation, stress and meal presentation. The gene expression fold changes were moderate, with difference in the magnitude of the individual gene response. Anticipation to stressful stimuli, as well as the TSST response were found to be significant predictors of the gene response.

4.3 Materials and methods

4.3.1 Subjects
A total of 27 healthy young subjects (14 males and 13 females) aged between 19 and 31 yrs old (mean age of 24.41±3.2 yrs) participated in this study. Only women who did not use ethinyl-estradiol containing oral contraceptives (OC) were included. As the menstrual cycle phase influences HPA axis stress responses (Kirschbaum et al, 1999) all females were tested within a 10 d after ovulation. Ovulation was detected with a commercial LH detection urine test (“gabControl”, gabmed GmBH, Nettetal-Lobberich, Germany). No subject smoked more than five cigarettes per day, or reported a history of chronic physical or psychological diseases. All participants reported to be healthy and free of medication at the time of the experiment. The study protocol was approved by the Ethics Committee of the Medical Association of Rheinland-Pfalz and written informed consent was obtained by all participating subjects. All experiments have been conducted according to the Declaration of Helsinki.

4.3.2 Study protocol
To induce endogenous cortisol secretion, the HPA axis was stimulated by exposure to a standardized laboratory stressor, the Trier Social Stress Test (TSST) (Kirschbaum et al, 1993). The TSST consists of a three minutes preparation period, a five minute free speech and a five minute mental arithmetic task in front of an audience of two panel members. Subjects arrived at 1300 h, approximately 60 min before the initiation of the TSST, and gave the first saliva sample. They were asked to provide a written informed consent for participation and filled out a questionnaire about their health status. Subsequently, an indwelling canula was applied to the left forearm and a first blood sample was drawn about 45 min before the TSST start. The TSST was started at 1400 h (T=0 min), when donors were taken into the TSST room and were introduced to the task. Due to the long sampling period a light meal was provided 150 min post-TSST. The food was announced at 120 min post-TSST.

4.3.3 Saliva and blood sampling

Salivary samples were collected 60, 45, 30, 15, 2 min pre-TSST as well as 2, 10, 20, 30, 45, 60, 120, 150, 180, 210, 240, and 270 min post-TSST using Salivette sampling devices (Sarstedt, Nuembrecht, Germany) and stored at -20 °C until analysis. EDTA blood was drawn for plasma ACTH analysis 2 min pre-TSST as well as 2, 10, 20, 30, 45, 60, 120, 150, 180, 210, 240, and 270 min post-TSST. Samples were centrifuged at 4 °C, 4000 g for 10 min and 500 µl plasma aliquots were stored at -20 °C until analysis. EDTA blood was drawn for mRNA analysis at 45 and 2 min pre-TSST as well as 2, 10, 20, 30, 45, 60, 120, 150, 180, 210, 240, and 270 min post-TSST. Samples were stabilized by addition of 300 µl whole blood to 1.3 ml RNALater® (Ambion®, Foster City, Texas, USA) and were stored at -20 °C until analysis.
4.3.4 Biochemical analysis

Plasma ACTH concentrations were determined with an enzyme-linked immunosorbent assay (ELISA; Biomerica Inc., Irvine, California, USA). The assay sensitivity was 0.46 pg/ml. Intra- and inter-assay variability were 3.1 % and 5.58 %, respectively. Salivary cortisol concentrations were determined by a time resolved immunoassay with fluorescence detection as described elsewhere (Dressendorfer et al, 1992). The assay sensitivity was 0.173 nmol/l. The intra-assay coefficient of variation was between 4.0 % and 6.7 %, and the corresponding inter-assay coefficients of variation were between 7.1 - 9.0 %.

4.3.5 Gene expression analysis

Total RNA was isolated from blood samples using the RiboPure Blood Kit (Ambion, Foster City, Texas, USA), according to the manufacturer protocol. First strand synthesis of total cDNA was carried out at 55 °C using 200 U/μl SuperScript III reverse transcriptase, 250 ng/μl dN6 primers in a 60 μl reaction containing 250 mM Tris-HCl, 375 mM KCl, 15 mM MgCl₂, 10 mM dithiothreitol and 500 μM dNTPs (Invitrogen, Paisley, UK). Amplification of cDNA by PCR was performed in 25 μl reactions containing 20 mM Tris-HCl (pH 8.4), 50 mM KCl, 200 mM dNTPs, MgCl₂, gene specific primers, 5 U Platinum Taq DNA polymerase (Invitrogen) and 1 x concentrated SYBR Green (Cambrex, Verviers, Belgium). Thermal cycling was performed in an Opticon 2 (Biorad, NL). Cycling conditions were: one cycle at 95 °C, 2 min, followed by 40 cycles each including denaturation at 95 °C for 20 s; annealing, 20 s, elongation 72 °C, 20 s. The primers and optimised PCR conditions are shown in Table 3. All primers were synthesised by Eurogentec (Seraing, BE). The relative expression was calculated using the $2^{\Delta(\Delta C_t)}$ relative
quantification method (Livak and Schmittgen, 2001). All genes were assayed in triplicates for each sample. Three reference genes 18S rRNA, GAPDH and β-actin, were measured. The most stable reference gene GAPDH was used for data normalization, following the procedure from Schote et al. (Schote et al, 2007).

<table>
<thead>
<tr>
<th>Primer pairs</th>
<th>Sequence</th>
<th>PCR product (bp)</th>
<th>Tm (°C)</th>
<th>MgCl₂ (mM)</th>
<th>Primers (uM)</th>
</tr>
</thead>
<tbody>
<tr>
<td>GAPDH</td>
<td>fwd: 5'-gaaggtgaaggtcggagtc-3' rev: 5'-gaagatggtggtggat-3'</td>
<td>146</td>
<td>60</td>
<td>2</td>
<td>0.5</td>
</tr>
<tr>
<td>GILZ</td>
<td>fwd: 5'-gcacaatcctccactttcct-3' rev: 5'tcagattcctcctcagatcca-3'</td>
<td>146</td>
<td>60</td>
<td>2</td>
<td>0.5</td>
</tr>
<tr>
<td>FKBP5</td>
<td>fwd: 5'-aaaggccccagagccaca-3' rev: 5'tggaggggccgagtt-3'</td>
<td>236</td>
<td>67</td>
<td>4</td>
<td>0.5</td>
</tr>
<tr>
<td>SDPR</td>
<td>fwd: 5'-agaacacacaccaggccct-3' rev: 5'tccacggtgcaggttt-3'</td>
<td>190</td>
<td>60</td>
<td>2</td>
<td>0.5</td>
</tr>
</tbody>
</table>

Table 3. Primers and PCR conditions

4.3.6 Statistical analysis and data reduction

To model the effects of TSST hormonal responses on gene expression trajectories linear mixed effects regression model was tested focusing on GILZ, FKBP5 and SDPR levels up to 120 min post-TSST. Fixed effects represent the mean changes in gene expression levels. Random effects represent variability between donors and model non-independence of repeated measures (Singer & Willet, 2003). Gene expression data were log transformed to yield a better approximation to normal distribution. For both GILZ and SDPR, one potentially influential outlying observation (more than 4 SD above/below mean) was trimmed. The first gene expression assessment 45 min pre-TSST was not used in the analysis due to the small number of participants. For this part of the analysis all observations after 120 min were cut off due to confounding meal–related gene expression peaks. As predictors of gene expression time trends, mean levels and increases were included in the model, defined as follows: mean levels were defined as the arithmetic
mean concentration of the concentrations of four consecutive time points; increases were defined as the maximal concentration at a specific time point minus the concentration at a time point where it is expected to be at basal levels.

Anticipation effects were indicated by (a) cortisol mean level (-60, -45, -30 and -15 min pre-TSST), and (b) the increase (maximum cortisol level out of the measures -30 and -15 min minus the mean of cortisol -60 and -45 min). TSST-related effects on cortisol secretion were similarly indicated by (a) cortisol mean levels (-2, +2, +10, +20, +30 min post-TSST), and (b) the increase (maximum cortisol level out of the measures +10 and +20 min minus the cortisol level -2 min). TSST-related ACTH secretion was indicated by (a) ACTH mean level (-2, +2, +10, +20 min), and (b) the increase (maximum ACTH level out of the measures at +2 and +10 min minus the ACTH level at -2 min).

Anticipation effects on gene expression levels were tested for gene expression trajectories between -2 and +120 min. TSST-related effects were tested on coefficients for gene expression trajectories between +10 and +120 min. All models included a linear time predictor reflecting exact time of assessment in minutes and an interaction with the respective cortisol or ACTH predictor. This interaction reflects differential time trends in association with cortisol or ACTH secretion. All mixed models were calculated using Stata 12.1 (StataCorp, College Station, TX, USA).

To describe the endocrine responses ACTH and cortisol anticipatory, stress-induced and meal-induced increases were calculated and compared. Anticipatory cortisol and stress-induced ACTH and cortisol increases were calculated as mentioned above. The ACTH meal induced increase was defined as the maximum ACTH level out of the measures +150 and +180 minus the ACTH level +120 min. The cortisol meal induced increase was defined as the maximum cortisol level out of the measures +150 and +180 minus the cortisol level +120 min. Group comparisons (responders vs. non-responders; males vs.
females) on the estimated increases were performed by student t-test and these results were presented as mean ± S.D. Values were log transformed to ensure normality. Statistical relationships between amplitudes of cortisol and gene expression peaks were calculated using the Pearson product moment correlation test. Time series were analysed by repeated measures analysis of variance (RM-ANOVA) considering sampling time as the potential source of variance, SPSS 20 for Windows software (SPSS inc., Chicago, USA). Greenhouse-Geisser correction (Greenhouse & Geisser, 1959) was used to adjust the degrees of freedom for the interaction effects.

Donors were considered as stress responders if their salivary cortisol response was at least 2.5 nmol/l over individual baseline levels, an elevation thought to reflect a cortisol secretory episode (Van Cauter & Refetoff, 1985).

### 4.4 Results

#### 4.4.1 TSST induced hormone profiles

ACTH peaked 2 min after the cessation of the TSST with an average increase of 18.3 ± 3.6 nmol/l for all donors (Figure 24A). Although on a descriptive level males on average showed higher ACTH increases in response to the TSST than females the respective sex x time effect (RM-ANOVA) did not reach statistical significance (F=2.14, p=0.14; Figure 24C). As expected, mean cortisol peaks were observed 10 min post-TSST with an average increase of 4.56 ± 0.87 nmol/l for all donors (Figure 24B). Again, males showed higher mean responses than females on a descriptive level but the respective sex x time effect was not statistically significant (report F=2.44, p=0.78; Figure 24D). 60 % of all donors were assigned as TSST responders with similar response rate of 57 % vs. 61.5 % for males and females, respectively. The TSST induced significantly larger increases in
plasma ACTH (t=4.07, df=13, p=0.001, Figure 25A) and salivary cortisol (t=3.6, df=24, p=0.001; Figure 25A) in the responders compared to non-responders.

**Figure 24.** Mean (±SEM) ACTH (A) and cortisol (B) responses (nmol/l) for all donors. C. Mean (±SEM) ACTH (C) and cortisol (D) responses in male and female donors. The shaded area indicates the period of stress exposure. *p<0.05, **p<0.01, *** p<0.001, indicate significant differences between the time points (RM-ANOVA).

The mean ACTH increase was 31.6±7.6 nmol/l for all responders. ACTH increases were significantly higher in males than in females, (student t-test; 44.6 ± 14.1 vs.10.9 ± 3.6 nmol/l, t=2.28, df=17, p=0.04; Figure 25A). The mean cortisol increase was 8.44±2.1 nmol/l for all responders (t=3.6, df=24, p=0.001). The cortisol mean increase was also significantly higher in males than in females (12.8 ± 4.5 nmol/l vs. 4.25 ± 1.5 nmol/l, t=2.2, df=14, p=0.043; Figure 25B). A significant positive correlation was found between the increase of ACTH and cortisol in all stress responders (r=0.89, p<0.0001, Figure 25C).

 Approximately 50 % (46.1 % male, 53.8 % females) of the donors showed a significant anticipatory cortisol response (t=4.76, df=15, p<0.001) occurring on average 30 min pre-
TSST. The mean increase was on average 8.83 ± 2.44 nmol/l for all anticipators. Anticipatory responses were similar in both genders with 9.19 ± 3.75 and 8.52 ± 3.22 nmol/l for males and female “anticipators”, respectively (t=0.1, df=11, p=0.9, Figure 25D).

One third of the donors (43 % males and 23 % females) exhibited a small meal related peak (t=6.7, df=12, p<0.001) 180 min post-TSST. The mean increase was on average 4.85 ± 1.61 nmol/l with similar increases in males and females with 5.07 ± 2.07 nmol/l and 4.4 ± 2.54 nmol/l (t=0.22, df=10, p=0.83). This meal related peak was preceded by an increase in ACTH levels with a mean of 10.45 ± 2.9 nmol/l (t=5.3, df=17, p<0.001). The increase was similar with 9.2 ± 4.1 nmol/l for male and 11.2 ± 3.9 nmol/l for female donors. This difference was not statistically significant (student t-test: t=0.7, df=11, p=0.48), Figure 25E-F).

### 4.4.2 Gene expression profiles

After inducing secretion of endogenous GCs, we measured the relative expression levels of the GR-target genes *FKBP5*, *GILZ* and *SDPR*. The fold changes in genes expression over time were tested by RM-ANOVA. A significant doubling in *FKBP5* levels in males was detected 10 min post-TSST and the levels remained elevated up to 60 min after stress cessation. This subsequently decayed at 210-270 min post-TSST (p<0.05). The highest fold change was observed on average 30 min post-TSST with mean of 2.27±0.6 (range 0.7-6.8) fold increase (p=0.01, Figure 26A). A trend towards *FKBP5* expression trajectory change over time in females was observed (p=0.057, Figure 26B). The second GR-target gene *GILZ* showed significant high levels 2 min pre-TSST, followed by significant increase between 20 and 45 min post-TSST compared with the decay at 210-
270 min (p<0.05). The highest fold change was observed 30 min post-TSST with 1.65±0.44 (range 0.9-2.6) fold increase (p=0.001, Figure 26C). In females GILZ levels fluctuated around the baseline (p=0.117, Figure 26D). Similarly, SDPR levels did not show significant changes in gene expression levels in both males and females p=0.089, p=0.2) (Figure 26E-F). No significant sex or sex x time effect on GILZ and SDPR trajectories was found. A trend towards an overall higher FKB5 expression in males (p=0.058) was observed, however this was independent of the time trajectory. The average amplitude of FKB5 peak induced by anticipatory or stress cortisol peak was 4.04±0.68 fold (range 2.1-6.8), whilst GILZ peak amplitude was much lower 1.97±0.2 fold (range 1.1-2.9). Significant correlation was detected when comparing the amplitudes of anticipatory and stress induced cortisol peaks and the subsequent FKB5 induced peaks (r=0.89, p=0.007), whilst for GILZ the correlation was not significant (r=0.1, p>0.05). When comparing FKB5, GILZ and SDPR expression levels at -2 min pre-TSST versus their levels in the corresponding time in non-stressed subjects no statistically significant difference was found (p>0.05).

Seven out of 27 donors, showed a clear stress induced hormonal and resultant gene expression peak (Figure 27A-B), whilst four donors showed clear anticipatory cortisol and gene expression peaks (Figure 27C-D). On average in both groups GILZ was upregulated 61.3±39.2 min after peak cortisol levels, whilst for FKB5 this period was of 95.6 ±52.5 min. In comparison the TSST responders that also showed anticipatory and/or meal related peaks showed more complex gene expression trajectories (Figure 27E-F). Assigning the corresponding individual cortisol and gene expression peaks in this case was not possible.
**Figure 25.** Mean (±SEM) ACTH (A) and cortisol (B) stress responses. Correlation between ACTH and cortisol net increases (C). Mean (±SEM) cortisol (D) anticipatory responses, ACTH (E) and cortisol (F) meal induced responses in responders and non-responders male and female donors.
4.4.3 Gene expression trajectories

4.4.3.1 Anticipation effects

There was a significant negative linear trend of GILZ expression from the end of the anticipation period to the last measure 135 min later (parameter=-0.002; p=0.001). A strong pre-TSST cortisol increase (i.e. between -60 and -15 min) was associated with lower GILZ expression immediately before the TSST (-2 min) (parameter=-0.401, p=0.044) and with a significantly less pronounced decrease of GILZ expression up to +120 min (parameter=0.003; p=0.001). A similar association was observed for FKB expression (although no significant overall decreasing trend was observed for FKB), with a positive trend after relatively high anticipatory cortisol increases (parameter=0.004; p=0.002), but starting from the same level. Figure 28A-B illustrates these trends for relatively high and low anticipatory cortisol increases. In contrast, the mean anticipatory cortisol levels showed no effect on GILZ or FKB gene expression trajectories. No significant effect of either mean anticipatory cortisol levels or anticipatory cortisol increases was observed for SDPR expression. Significant random effects of time in all models demonstrated considerable individual variability in trajectories.

4.4.3.2 TSST-related effects

No significant effects of TSST-related cortisol increases on gene expression categories were observed (all ps >0.05). In contrast, mean cortisol levels during and shortly after the TSST were associated with a stronger positive time trend of GILZ expression
Figure 26. Mean (±SEM) fold changes for FKBP5, GILZ and SDPR in male (A, C, E) and female donors (B, D, F). *p<0.05, **p<0.01, ***p<0.001, indicate significant differences between the time points (RM-ANOVA).
Figure 27. Cortisol responses and their respective GILZ and FKBP expression profiles from three representative donors: stress responder (A, B), stress anticipator (C, D), and stress anticipator and responder (E, F).
(parameter=0.002; p=0.047) as well as FKBP expression (parameter=0.002; p =0.013). This was qualified by a negative overall time trend (\textit{GILZ:} parameter=-0.005; p=0.002; \textit{FKBP:} parameter=-0.003; p=0.077), suggesting that high mean TSST-related cortisol levels attenuated the decrease of \textit{GILZ} and \textit{FKBP} expression from the start of the period (+30 min) to the last measure (+135 min). Figure 7 illustrates these trends for relatively high and low anticipatory cortisol increases. Again, no significant effects were observed for \textit{SDPR} expression, and significant random time effects in all models demonstrated considerable individual variability in trajectories.

Neither ACTH mean levels nor ACTH increases showed significant associations with gene expression for any of the genes studied here, although significant random time effects again demonstrated considerable individual variability in trajectories.
**Figure 28.** Log-transformed *GILZ* (A) and *FKBP5* (B) expression trajectories for high (mean +1SD; dashed line) and low (mean-1SD; solid line) increases of cortisol in anticipation of the TSST; grey lines show individual observed gene expression trajectories.
Figure 29. Log-transformed *GILZ* (A) and *FKBP5* (B) expression trajectories for high (mean +1SD; dashed line) and low (mean-1SD; solid line) increases of cortisol during the TSST; grey lines show individual observed gene expression.
4.5 Discussion

The endocrine stress response modulates gene expression, ensuring dynamic adaptation to stress and may represent an important factor contributing to the overall vulnerability for psychopathology (Ising & Holsboer, 2006; Kumsta et al, 2007). GC-induced gene expression is a functional readout that incorporates GC levels as well as receptor (GR and MR) levels, and affinities. Alteration in levels and/or affinities of any of these components will change the subsequent gene response. As GC target genes have been shown to pulse after GC exposure (Conway-Campbell et al; Stavreva et al, 2009), this study addressed the kinetic profile of gene expression after a pulse of endogenous cortisol induced by a standardised stressor.

The TSST induced a hormonal stress response in 60% of all donors with an equal gender ratio between responders and non-responders. No significant sex x time difference was observed for ACTH responses, probably due to the modest sample size in our study. However, male responders showed significantly larger ACTH increases compared to female responders in line with an enhanced hypothalamic drive in men and sex differences in adrenal cortex sensitivity (Foley & Kirschbaum; Kirschbaum et al, 1999; Veldhuis et al, 2009). As expected, no significant sex x time differences were observed for cortisol in line with Kirschbaum et al. who reported comparable free cortisol stress responses between men and women in the luteal phase of the menstrual cycle (Kirschbaum et al, 1992). However when the absolute increase in cortisol levels were compared significant differences with approximately three times greater increases in male responders were detected. About half of the participants, with no gender difference, showed a significant the transcriptional activity of the GC-GR complex, subjects with an ACTH or a cortisol response (anticipatory, stress or meal-induced) were compared with
the subjects who did not show these responses. The latter were an ideal internal control since they have undergone the same treatment without HPA axis activation.

The generation of GR-target gene kinetic profiles, revealed complex pulsatile patterns of expression. Our results are in line with recent studies reporting the pulsatile expression of number of genes in both cell culture and adrenalectomized rats (Conway-Campbell et al; Morsink et al, 2006; Stavreva et al, 2009). After in vitro treatment of rat hippocampal slices with 1x10^{-7} M corticosterone, Morsink et al. reported several similar waves of gene expression throughout time (Morsink et al, 2006). In our study the stress induced cortisol peak was followed by a distinct gene expression peak for all genes investigated. However, the TSST responders who also showed anticipatory and/or meal related peaks showed complex gene expression trajectories with waves of gene expression, complicating the modeling of the corresponding hormonal and gene expression peaks and the definition of the temporal kinetic response of the individual genes. Only 40 % of all donors showed either a distinct single anticipatory or stress induced cortisol peak that was correlated with a subsequent gene expression peak. In these donors, GILZ was upregulated on average 34.2 min earlier than FKB5 confirming previous observations where GILZ was shown to be the more rapidly induced gene (Rogerson et al, 2004; Soundararajan et al, 2005).

The moderate changes in gene expression that were found in the current study are in agreement with previous reports of corticosteroid-responsive genes in the hippocampus, showing fold changes of less than two for the majority of genes (Datson et al, 2001; Morsink et al, 2006; Neumaier et al, 2000). Possible explanation for these moderate fold changes might be the relatively low cortisol concentrations in human sera detected after the moderate psychosocial stress applied.

FKBP5 was more strongly induced with on average two times higher amplitude than GILZ peaks. This differential gene expression response may be due to differences in the
number, affinity and location of the GREs in the FKB5 promoter or to the different cortisol levels. This concords with our previous report of FKB5 as the strongest differentially expressed protein after GC exposure. The FKB5 promoter contained the highest number of strict GREs, among the 28-cortisol modulated proteins in THP-1 monocytes (Billing et al, 2007). Cortisol levels might also play role, as significant positive correlation was found between the amplitudes of the corresponding cortisol and FKB5 peaks. Although the statistical significance was borderline, an overall higher FKB5 gene expression was observed in males, concording with the greater hormonal responses observed in this group. GREs affinity is another factor possibly influencing the differential gene response. Recently it was found that GR can respond to different levels of corticosteroids in a gene-specific manner, with some genes (Per1) activated at much lower dosage of GCs. It has been speculated that the GREs affinities rather than their numbers or arrangements are responsible for the different gene response.

A mixed effect regression model allowed us to investigate the possible predictors of gene expression time trends and confirmed that anticipation responses are also predictors of the gene expression trajectories. The model identified an overall decrease over time for both GILZ and FKB5 for all donors, from the end of the anticipation period to the last measure 135 min later. Low anticipators showed more rapid decay in GILZ and FKB5 expression levels, whilst there was a sustained gene expression in the high anticipators. Correspondingly, the low TSST responders also showed a more rapid decrease compared to the high stress responders. These results suggest, that the subsequent stress induced cortisol peak did not induce a peak in expression, but slowed down the natural decrease in mRNA levels over the afternoon. As GILZ and FKB5 are well known GR target genes these effects were somewhat unexpected. FKB5 was previously identified as a member of the clock gene family and was shown to follow the HPA axis circadian rhythm with
rapid up- and down-regulation (Oishi et al, 2003). Strikingly, a rapid decay was observed in FKBP5 levels in donors that did not have any HPA axis activation during the afternoon hours (1400-1800 h) when the TSST took place, probably due to the low GC levels in this time period (Weitzman et al, 1971). This study did not identify GILZ as a circadian clock-controlled gene, but a circadian rhythmicity is expected as GILZ is also directly regulated by the HPA axis. Therefore most probably the decreasing FKBP5 and GILZ levels are related to the low cortisol levels during the afternoon hours when the TSST took place, masking their expected induction after anticipatory or stress induced cortisol raise.

The anticipation episode found in our study is in accordance with several studies that have shown that anticipation (negative expectancies) may reliably induce physiological responses such as heart rate (Fredrickson et al, 2000); cortisol (Kirschbaum et al, 1992) and psychological stress response by eliciting negative feelings (Feldman et al, 2004). This anticipatory episode had the same magnitude as the stress induced cortisol response and our model suggested that gene response observed post-TSST will be biased by this anticipation. According to the pulsatility model of Walker et al. (Walker et al, 2010) after a secretory pulse, the HPA axis is in a period of hyporeactivity and the next pulse can only be triggered after a period of 60-70 min. Taking into account the time interval between the anticipatory episode (-30, -15 min) and the time for the expected stress response (+10, +20 min), we could explain the lack of stress response in most of the anticipators and in the anticipators who also exhibit the meal induced peak. This does, however, raise the possibility of using such meal related and anticipatory peaks in future experiments as a method of accurately inducing a cortisol pulse at a specified time before a laboratory stressor.

The GC pulsatile gene expression within the GR system has been shown after pulsatile hormone stimulation in both cultured cells and animal models (Conway-Campbell et al;
Stavreva et al, 2009). Here, we showed that this is a common phenomenon, occurring also when the HPA axis is challenged by an ecologically valid psychosocial stress paradigm in humans. The gene pulsing in the GR system was suggested as essential for correct transcriptional programming. Therefore, stress-induced GC pulses would lead to significant alteration of the transcriptional program set by ultradian hormonal release, resulting in dramatically altered DNA accumulation profiles. It must be taken into account that the onset of a stressor in relation to the phase of an ultradian pulse can determine the physiological response to stress. It has been shown that rats responded with rising levels of corticosterone only when the stress coincided with an ascending phase of an ultradian pulse, whilst stress during a falling phase, did not result in a significant corticosterone response (Lightman et al, 2008). Therefore, stress should significantly alter the transcriptional program only if it coincides with the ascending phase of an ultradian pulse.

Although, the absence of a control group of non-stressed donors, may appear to be a limitation of our study it was in fact a carefully evaluated alternative. The randomized selection of donors who would serve as a control non-stressed group would still exhibit at least the anticipatory hormonal and gene expression peaks. The use of non-responders allowed us to control for the anticipatory response by using donors with no anticipatory cortisol rise. Similarly, the stress and meal responses were compared with donors who showed neither ACTH nor cortisol stress or meal response, ensuring in this way the reliability of the control groups. Descriptively gender differences in hormonal and gene response were observed, but the results were not significant possibly due to the modest sample size. Based on our results a number of recommendations for future studies on the kinetics of stress induced gene response could be made. In order to be able to decipher the gene trajectories induced only by stress cortisol levels, it is necessary to include a
significantly larger delay between the arrival time and the TSST to allow the anticipation-induced gene expression to return to baseline. The meal confounding peak found on hormonal and reflected on gene expression level brings another layer of complexity and light meals post-TSST should be avoided in future. For more precise temporal data on the kinetics of stress gene response, deconvolution analysis and concordance of the resolved hormonal and gene expression peaks could be applied. For this purpose, an optimization of the sampling intensity at regular intervals of every 5 or 10 min must be applied.

In summary, by using a well-established psychosocial stress protocol we aimed to investigate the effects of psychosocial stress on the magnitude and kinetics of gene response in vivo, focusing on a small set of primary GR target genes in a cohort of healthy males and female donors. We have found a dynamic pattern of gene expression with several distinct gene expression pulses related to anticipation, stress and meal presentation. Differences in the magnitude of gene response with higher overall FKB5 response compared to GILZ and a trend for higher FKB5 response in males compared to females were observed. The anticipation of stressful stimuli and not only the TSST response itself was found to be a significant predictor of the gene response. Therefore further adaptation of the current TSST protocol for future research on the complex stress induced gene response in patient populations or healthy individuals is necessary.
Chapter 5

General Discussion
5.1 General Discussion

Human physiology is highly integrated with the rotation of the Earth. Cellular and systemic physiologies are synchronized with circadian cycles. Circadian coordination appears crucial for proper physical and mental functions, while many disease states are marked by disruption of circadian endocrine rhythms (Mongrain & Cermakian, 2009). The HPA axis is one of the body’s major neuroendocrine systems and pronounced ultradian and circadian rhythms of its end product cortisol were already demonstrated several decades ago (Veldhuis et al, 1989b; Weitzman et al, 1971). It is known that the hypothalamic SCN within the CLOCK system coordinates circadian events at the tissue and cellular level, partly via GCs. These hormones, secreted by the adrenals have been proven to be crucial for a plethora of body functions including cell proliferation, apoptosis, immune cell trafficking and cytotoxicity. Disturbances in their characteristic temporal secretory patterns have often been described for stress-related pathologies. However, the significance of GCs’ secretory patterns for physiology, stress responsiveness and nuclear receptor signaling remains largely unexplored. This thesis investigated parameters related to the HPA axis and the immune system in cohorts of healthy subjects. Its overall objective was therefore to dissect the underlying structure of glucocorticoid pulsatility and to develop tools to investigate physiological effects of this pulsatility on immune cell trafficking and the responsiveness of the neuroendocrine system and GC target genes to stress.

The physiological and clinical importance of the circadian and the ultradian secretory rhythms is well recognized for hormones such as GH and the reproductive hormones. GCs are also secreted in pulsatile manner in all species studied (Jasper & Engeland, 1991; Loudon et al, 1994; Sarnyai et al, 1995) and changes in pulsatility pattern and/or absolute cortisol levels are reported in a number of neurological and immune diseases (Deuschle et
al, 1997; Hartmann et al, 1997; Windle et al, 2001). It is not clear if these altered pulsatile patterns are the cause or the consequence of the disease. Therefore, knowledge about the cortisol secretory pulses may help to elucidate the mechanisms underlying some of these abnormalities. Cortisol concentration profiles may be helpful for evaluating hormonal rhythmicity, but they do not provide information about the underlying pulsatility. We suggest that secretory rather than the concentration profiles are important for conditions with impaired cortisol rhythm. Moreover, cortisol pulsatile patterns have been studied so far in blood samples (Henley et al, 2009; Kerrigan et al, 1993; Metzger et al, 1993; Veldhuis et al, 1989b). Venipuncture has been considered a drawback of blood sampling because of its impact on cortisol levels and pulsatility, due to anticipatory stress or the sampling procedure itself (Mantagos et al, 1991; Stahl & Dorner, 1982). An important prerequisite of any investigation of the HPA axis requires a stress-free sampling method, especially in psychobiological research. Saliva has proved to be a popular sample for psychobiology, sports medicine, pharmacology and pediatric studies (Kirschbaum & Hellhammer, 2000). In diagnostics, salivary cortisol is used in dynamic testing of HPA axis activity at different levels and in the diagnosis of Cushing’s syndrome (Groschl, 2008). An important advantage of saliva is that it represents the free (i.e. the active) hormone (Vining et al, 1983), whilst plasma cortisol is largely protein-bound and usually measured as the sum of the bound and free fractions. These considerations let to our efforts to investigate saliva as an alternative sample for studying pulsatile cortisol secretion during the waking hours (Chapter 2). We analysed ultradian salivary and plasma cortisol profiles between 0800 h and 1600 h of 18 healthy male volunteers. A multiparameter deconvolution technique was used to generate a statistically significant models of cortisol secretion and elimination in both compartments. Each model consisted of estimates of the number, amplitude, duration and frequency of secretory bursts as well as the hormonal
half-life in a subject specific manner. The lower IPI and higher peak frequency in our study compared to previous literature estimates could be due to differences between the experimental designs of our and previous studies. Our 8 h observation period falls in the time range of the two most active HPA axis secretory phases, whilst previous reports studied the 24 h period, which includes phases with lower HPA axis secretory activity and lower peak amplitude. Additionally, all previous reports on cortisol pulsatility have applied longer sampling intervals and this is reflected in the quality of their pulsatile models leading to longer IPI. Importantly, the higher sensitivity, reliability and statistical validity of the algorithm used in our study are certainly reflected in an enhanced sensitivity to detect peaks. Irrespective of the minor differences from previous deconvolution studies (Henley et al, 2009; Metzger et al, 1993; Veldhuis et al, 1989b), the plasma and saliva cortisol patterns showed a remarkable agreement between the number of plasma and saliva peaks (7.8±1.5 events/8 h, 7.0±1.4 events/8 h), and between IPI (59.6±10.5 min vs. 61.00±11.5 min). The lack of statistical difference between the major saliva and plasma estimates demonstrated that the ultradian cortisol pulsatility is reflected also in saliva. The correlative validity of salivary cortisol as a surrogate of free plasma cortisol is widely accepted. However, a weaker correlation has been reported when salivary cortisol was compared with total plasma cortisol levels, because of the CBG levels, which are largely saturated in the morning hours due to the high cortisol levels. However, when introducing a 15-min lag the cross-correlation between salivary cortisol and total plasma cortisol levels significantly improved, corresponding with the expected time delay between plasma and saliva cortisol peaks. Our study showed that salivary cortisol could be also considered as a surrogate of total plasma cortisol, as minor and insignificant differences have been detected between the pulse estimates in both media. Additionally, we are the first that apply Monte Carlo simulations to determine the degree
of non-random concordance between peak positions of a single hormone secreted in different body compartments. Concordance analysis revealed on average 84% temporal concordance between plasma and saliva peaks in all donors with mean of 1.3±0.8 unmatched plasma peaks in saliva. We hypothesized that the minor difference between the number of peaks detected in plasma and saliva could be explained by the levels of CBG and its binding capacity (Lewis et al, 2005). Coolens et al. showed that in situations where CBG levels are altered, total cortisol levels may not adequately represent the free cortisol fraction (Coolens et al, 1987). Our hypothesis was confirmed by concording only the morning cortisol peaks up to 1100 h in plasma and saliva, which resulted in an increase in concordance by 6% (90%±13.6% vs. 84.0%±10.1%). Although the differences between the deconvoluted parameters of plasma and saliva were minor and statistically insignificant, our results suggest that saliva would be best used for monitoring cortisol pulsatility during the morning hours. Morning cortisol levels are accepted to be a useful indicator of the adrenocortical activity in basic and clinical research. The better morning concordance between pulses in both fluids suggests that cortisol pulsatility in the morning has to be evaluated on the secretory profiles rather than the concentration profiles. The concordance of individual peaks allowed us to estimate indirectly the times for cortisol diffusion from plasma to saliva. Large inter-individual variability of cortisol diffusion rates into the saliva was observed with an average rate for cortisol diffusion to saliva of 19.4±7.4 min.

It must be noted that we selected our study design after careful evaluation of different options. It reflects as close as possible the daily morning routine of the participants and avoids stress-induced alterations of cortisol pulsatility, which is of particular importance in psychobiological research where disturbances of the HPA axis must be kept minimal. For this purpose, the time of awakening was not standardized, but rather synchronized...
with donors’ daily routine and schedule. We focused on an 8 h observation period as having the subjects spend the night in a clinical/sleep research setting would have provided more disturbances of the HPA axis, and of the normal cortisol rhythm. As a result of the accepted delay in blood sampling, CAR was not directly measured in plasma and this early sampling time was not included in our saliva/plasma deconvolution comparison. As a result, our study design had several limitations, which have important consequences for the design of future experiments. We could not perform a formal comparison of plasma and saliva CAR as plasma samples were not collected immediately after awakening. Follow-up studies should also take various ways of perturbing the HPA axis into account, as well as testing our approach over the complete 24 h period, which will allow also formal comparison of CAR in plasma and saliva. Another limitation is that only healthy, young male subjects were included in our study, and our results would require comparison with a cohort of females as well as elderly subjects.

After the successful set-up of a technique that is able to provide reliable information on the individual cortisol secretory pulses, we moved forward to investigate how they affect the kinetics of cell redistribution within the immune system temporally. Increasing evidence exist that wide number of immune system parameters (enumerative (Kawate et al, 1981; Young et al, 1995) and functional (Fernandes et al, 1976; Halberg et al, 1974; Knapp et al, 1979)) exhibit fluctuations regulated by hormonal circadian rhythms. Experimental data indicate that circadian information reaches immune tissues mainly through diurnal patterns of autonomic and endocrine rhythms. There were conflicting results regarding the effects of GCs and catecholamines on circulating immune cells. It is known that the GC rhythm regulates rhythms of peripheral cellular physiology including cell proliferation, apoptosis, secretion of hormones and cytokines, immune cell trafficking and cytotoxicity (Dickmeis, 2009; Son et al, 2008). Other reports suggest that the changes
in lymphocyte migration are under regulation of the autonomic nervous system, particularly the catecholamines (Pedersen & Hoffman-Goetz, 2000; Schedlowski et al, 1996; Suzuki et al, 1997). Recently, Dimitrov et al. suggested differential regulation of the circadian variations of immune cells via cortisol and catecholamines rhythms depending on the cell type and level of maturation (Dimitrov et al, 2009). A negative correlation was shown between absolute peak T and B cell counts and plasma cortisol throughout the 24 h period, suggesting a mechanistic link (Kawate et al, 1981; Ritchie et al, 1983). However, reports are conflicting with respect to the circadian rhythms for B and NK cells and their correlation with the cortisol rhythm (Kawate et al, 1981; Kronfol et al, 1997; Miyawaki et al, 1984; Ritchie et al, 1983). Information regarding the diurnal redistribution of the immune cells, their subsets and their temporal correlations with adrenal hormones such as cortisol are limited because of the long intervals of 3 to 4 h between samples and that lagged cross-correlations were not performed in earlier studies (Kronfol et al, 1997; Miyawaki et al, 1984; Suzuki et al, 1997). It is of particular importance that the different time courses and dynamics of the neuroendocrine and the immune system are taken into account in the experimental study design. Therefore, time-lagged cross-correlations need to be tested if one wants to draw valid conclusions about the neuroendocrine-immune covariance. In Chapter 3 we addressed the limitations in the experimental design of previous studies and conducted a study that investigates the diurnal redistribution of the main effectors of the adaptive immunity-T and B cells as well as these of the innate immunity-NK cells and their subsets of KIR+ and CD8+ cells. Our sampling frequency included previously ignored time points immediately after the CAR. We observed bimodal responses for T cells, as well as for NK cells, that seem at least temporally linked. Our results suggest a first phase with a delay of about 75 min until full mobilization of T cells and until NK cell depletion, and a second phase between 165-285
min post CAR with opposite diurnal profiles of T and total NK cells in healthy subjects. It is not clear between which organ compartments the observed oscillations of the lymphocytes take place. It has been suggested that the increase in cell counts may correspond to their mobilization from lymphoid organs (Dhabar et al, 2012). Nadirs of each subpopulation would correspond to their coordinated extravasation into target organs or back to their source compartments. An attractive interpretation of our results would be that this tidal movement of immune cells may be a reflection of a circadian immune surveillance at peripheral tissues by waves of innate immune cells alternating with waves of cells of the induced immune system. Our results suggest that these movements are orchestrated by GC and the HPA axis. The sensitivity of adhesion molecules to GC (reviewed in Franchimont et al 2004) could explain the coordinated waves of lymphocyte migration to sites of potential tissue damage and inflammation. Thus, we may speculate that immune surveillance is not the result of a haphazard adventure of every cell is on its own but rather relies on diurnal or tidal waves of attack taking full advantage of the ability of immune cells to communicate and collaborate with each other. While the cross correlations observed in our study may suggest an orchestration of lymphocyte trafficking by cortisol, other rhythmically secreted hormones, e.g. catecholamines or melatonin, may also play a role in immune cell redistribution. For instance, melatonin has a number of effects, at least in-vitro, on immune cell functions such as leukocyte proliferation, cytokine production and NK cell activation (reviewed in Radogna et al 2010 and Carrillo-Vico et al 2005). Seasonal changes in the circadian melatonin rhythm have been associated with changes in immune functions (Srinivasan et al 2005), but the circadian melatonin rhythm has so far not been associated with circadian lymphocyte redistribution. Irrespective of the mechanisms, the concept of immune tides may be important for a better understanding of the immune system in health and disease. In health, alternating
waves of cells of the innate and the induced immune system would ensure a constitutive surveillance of peripheral sites of potential tissue damage or inflammation below local activation thresholds. The absence of this routine surveillance e.g. because of unresponsive adhesion molecules could lead to disease. For instance, in fibromyalgia the expected GC-induced increase in adhesion molecules such as CD11b (a β2 integrin) and CD49d (an α4 integrin) expression was abrogated (Macedo et al 2007), suggesting that impaired responsiveness of adhesion molecules may temper with “immune tides” and undermine co-operative effects in immune surveillance. The orchestration of circadian immune surveillance by cortisol also ensures an invigorated surveillance after stress that is inherently associated with a higher risk of injuries, tissue damage and inflammation. Stress-induced cortisol release would trigger a tidal wave of innate immune cells as a first line of defence followed by cells of the acquired/induced immune system. These diurnal tides should be taken into account in the design of clinical studies that evaluate the effect of immune modulating compounds (e.g. times of sampling). Knowledge about the redistribution of lymphocyte populations may also help to improve radiation strategies to protect immune cells. In the case of malignancies of the immune system, chemotherapy may be more effective during the “high tide”. However, it remains unclear whether the oscillating recruitment to the circulation is a mere quantitative phenomenon or whether there are also qualitative difference in immune cell activity.

It is generally assumed that GCs are secreted either tonically, with variation only related to the circadian cycle, or as a phasic response to an acute stressor (Lightman & Conway-Campbell, 2010). Our further aim was to test the effects of induced endogenous cortisol pulses e.g via TSST on the kinetics of expression of several stress associated genes.

It has been shown that the neuroendocrine response to stress depends on circulating GCs in both a phase and amplitude dependent manner (Windle et al, 1998a). However, less is
known about the subsequent gene expression response to an acute stressor. A few studies have focused on the complete transcriptome or measurements of single genes to study the stress-induced transcriptional changes in vivo. However, they did not attempt to study gene expression alterations using more than one single measurement time points, thus identifying only potential stress-responsive genes, or potential biomarkers of stress exposure (Miller et al, 2008; Morita et al, 2005; Murata et al, 2005; Oishi et al, 2003; Pajer et al, 2012). Considering the complex chronology of biological processes that occurs due to an exposure to acute stressor, repeated measurements of gene expression is crucial. A gene pulsing pattern has been shown for a number of GR target genes (e.g. GILZ, PER1) after an in vitro GCs stimulation both in cultured cells and in animal models (Stavreva et al, 2009), a phenomenon described as essential for correct transcriptional programming. The ultradian cortisol rhythm has been also shown to induce pulsatile expression of GILZ and FKBP5 in humans (manuscript in prep). However, studies on the kinetics of gene expression after inducing endogenous cortisol release in humans are absent. Thus, we applied a standardized stress protocol (TSST) on a mixed cohort of male and female subjects to profile gene expression on a set of stress-associated genes at multiple time points before, during and after stress. Gene expression was assessed for FKBP5 and GILZ known as cortisol-modulated early GR target genes. FKBP5 is a co-chaperone of the functional GR receptor and acts as its inhibitor. It has been linked to GC resistance and negative feedback on the GC signaling (Reynolds et al, 1999). Recently, MDD and impaired recovery of the stress response have been associated with elevated FKBP5 expression levels (Binder et al, 2004; Ising et al, 2008), whilst decreased FKBP5 levels were associated with posttraumatic stress disorder (Yehuda et al, 2009). GILZ is another well known GR target gene that appears to play a key role in the anti-inflammatory and immunosuppressive effects of GCs reactions (Berrebi et al, 2003).
Some of the immune symptoms observed in FM (Macedo et al, 2008) and also the
development of delayed-type hypersensitivity reactions (Berrebi et al, 2003) were linked
to decreased GILZ expression.

Generating of GR target gene kinetic profiles revealed a complex pulsatile pattern of
expression. Our results are in line with recent studies reporting the pulsatile expression of
a number of genes under regulation of GCs in both cell culture and adrenalectomized rats
(Stavreva et al, 2009). In our study, the stress-induced cortisol peak was followed by a
distinct gene expression peak for all genes investigated. However, the TSST responders
who also showed anticipatory and/or meal-related peaks showed more complex gene
expression trajectories with waves of gene expression, complicating the determination of
the corresponding individual hormonal and gene expression peaks and the definition of
the temporal kinetic response of the individual genes.

Only eight of total of 27 donors showed either a distinct single anticipatory or stress-
induced cortisol peak that was correlated with a subsequent gene expression peak. In
these donors, FKBP5 was upregulated on average 95.6 ±52.5 min, whilst for GILZ this
period was 61.3±39.2 min after peak cortisol levels confirming previous observations
where GILZ was shown to be the more rapidly induced gene.

A differential transcriptional response was observed with two times higher amplitudes of
the FKBP5 gene expression peaks. This could be explained by the higher number of
GREs found in the FKBP5 promoter (Billing et al, 2007). Other factors that may
contribute to the differential transcriptional response are also the affinity and location of
the gene’s GREs as well as the cortisol levels. A positive correlation was found between
the amplitudes of the corresponding cortisol and FKBP5 peaks suggesting a mechanistic
link. Additionally, an overall higher FKBP5 gene expression was observed in males that
may be due to the greater hormonal responses observed in this group. Recently, it was
found that GR can respond to different levels of corticosteroids in a gene-specific manner, with some genes (PER1) activated at much lower dosage of GC and speculate that the GREs affinities rather than their numbers or arrangements are responsible for the different gene responses.

Here, we showed that gene pulsing is a common phenomenon, occurring also when the HPA axis is perturbed by an acute stressor. The GR target gene pulsing was suggested as essential for correct transcriptional programming (Stavreva et al, 2009) and stress-induced GC pulses could lead to significant alterations of the DNA accumulation profiles set by ultradian hormonal release. It has been shown that rats responded with rising levels of corticosterone only when the stress coincided with an ascending phase of an ultradian pulse (Windle et al, 1998a). Therefore, alterations of the transcriptional program would occur only if the stress-induced cortisol pulse coincides with the ascending phase an ultradian pulse.

A mixed effect regression model focusing on the gene expression levels up to 120 min post TSST allowed us to investigate the possible predictors of gene expression time trends and confirmed that anticipation responses are also predictors of the gene expression trajectories. Therefore, we recommend the inclusion of a larger delay between arrival time and the TSST to allow the anticipation-induced gene expression to return to baseline. An unexpected overall decrease in GILZ and FKBP5 levels were detected over time. Stress induced cortisol rise showed stabilizing rather than increasing effect on gene expression levels. High anticipators and responders showed significantly less pronounced decreases in GILZ and FKBP5 levels compared to the greater decrease in the group of low anticipators and responders respectively. This stabilizing rather than increasing effect on gene expression levels could be possibly explained with the circadian rhythm observed for some clock genes such as FKB5. We can speculate that the onset of the stressor
coincided with the circadian decay observed in the afternoon hours in FKBP5 levels (Oishi et al, 2003), thus masking its expected induction. However, no data about the circadian profile in GILZ gene expression is available to confirm our speculation.

The lack of stress response in the anticipators group could be explained with the period of hyporeactivity of the HPA axis post secretory phase (Walker et al, 2010). The anticipatory episode occurred -30, -15 min before stress, inhibiting the HPA axis for a period of 60-70 min, resulting in a lack of the expected stress response +10, +20 min post stress. This does however raise the possibility of using such meal-related and anticipatory peaks in future experiments as a method of accurately inducing a cortisol pulse at a specified time before a laboratory stressor.

In summary, the results presented in the current thesis revealed new aspects of GC endocrinology. The successful set up of the deconvolution modeling as a technique for investigation of the pulsatile secretion underlying the ultradian cortisol rhythm allowed us to further investigate the role of single endogenous cortisol pulses in the redistributional changes within the immune system. Moreover, we studied the role of induced endogenous cortisol pulses on the kinetics of expression of a set of primary GR target genes. The development of these three tools being able to induce, dissect and analyse the role of single pulses in different biological phenomena would allow us to induce and investigate the role of single endogenous as well as exogenous cortisol pulses for health and disease in future.
5.2 Future perspectives

The major findings presented in this thesis were not described previously and provide a new insight into the kinetics of GR-GC actions. So far, deconvolution of cortisol concentration profiles has been performed only in plasma samples. Moreover, the characterization of the altered cortisol pulsatility in disease has been done on concentration rather than secretion profiles. Thus, the deconvolution of salivary cortisol concentration profiles would avoid the HPA axis activation as a result of the stressful venipuncture procedure in future studies. Additionally, it will provide more precise information about the cortisol pulse characteristics and therefore bears the potential of a valuable tool for studying the altered cortisol pulsatility observed in some psychiatric and neurological diseases. The deconvolution technique could be also used to study the pulsatile characteristics of other rhythmically secreted hormones that are passively transported to saliva. However, it should be kept in mind that the main strength of our experimental design was that we can resolve the underlying cortisol pulsatile events under baseline conditions. Further studies testing our approach under different conditions of perturbed HPA axis (e.g Cold Pressor Test, TSST) would demonstrate that it is equally effective. In future studies, the pulsatility patterns in plasma and saliva cortisol could be compared in female subjects taking into account the differential effect of CBG levels on the free cortisol fraction in plasma. A study design with subjects spending 24-h in a medical center prior the experiment would allow the analysis of the major cortisol peak-CAR in both media.

The interactions between the immune and HPA axis systems still remain largely unexplored. The bimodal response of both the adaptive and innate immune players and their significant correlations with the cortisol diurnal rhythm reported by us do not prove a mechanistic link between endogenous cortisol levels and T and NK cells counts.
Therefore, further studies investigating the effects of exogenous GCs and catecholamines on both enumerative and functional immune measures in adrenalectomized animals could help in understanding the individual contribution of both systems SAM system and HPA axis in the regulation of the immune cell rhythms. A different experimental design could be applied in humans with infusions of either GCs or catecholamines initiated at the time of the circadian nadir of these hormones. Measuring the expression of cell adhesion molecules associated with trafficking of immune cells in and out of the blood as well as functionality studies that monitor the immune response throughout different time of the day would also assist the understanding of the mechanism underlying this cell redistribution as well as will give new insights into the complex networking between the HPA axis and the immune system. The medical application of the observed tidal waves of immune cells redistribution extends to diagnostic measures, as well as treatment. The deconvolution approach applied in our first study would help us further investigate the role of the secretory cortisol pulses in the immune cells redistribution.

The GC-GR gene expression pulsing has been shown after pulsatile hormone stimulation in both cultured cells and animal models. Our translational approach in humans provided similar data after psychosocial stress. Future studies to investigate the GC-GR gene expression profiles in baseline conditions in humans need to be performed. Additionally, microarray assays to investigate the kinetics of psychological stress-associated genes at multiple time points bear the potential to detect pathological responses in stress-related disorders. Based on our findings, a number of recommendations for future studies on the kinetics of stress-induced gene response could be made. In order to avoid anticipatory cortisol peaks due to the stress of venipuncture, saliva samples could be the stress-free alternative for monitoring the hormonal and well as the gene expression stress response. In studies where venipuncture is unavoidable a significantly larger delay between the
arrival time and the TSST is necessary to be included to allow the anticipation induced gene expression to return to baseline. For more precise temporal data on the kinetics of the gene response induced by stress induced GC levels, optimized sampling intensity at 5 or 10 min intervals combined with deconvolution and concordance analysis of the resolved hormonal and gene expression peaks could be applied. Some of these directions pointed out above are already intensively studied at our institute.

In conclusion these data, combined with our observations in the first and second study, will now allow us to induce and successfully analyse cortisol pulses and to investigate more precisely their physiological and pathological effects.
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Annexes
Meetings and workshops attended

2008

12/09/08  Sar-Lor-Lux meeting of Virology, Luxembourg 20081-3/12/08 Eitorf, Germany IRTG-Workshop Introduction into pharmacokinetic-pharmacodynamic modeling

2009

15/05/09 Symposium "50th Doctoral Student at the Department of Immunology", Luxembourg.
14/07/09 IRTG (International-research training group) monthly organized meeting, Trier, Germany

Talk: Transcriptional control of hGR and its interaction partners: target genes and their expression kinetics
09/09/09 Sar-Lor-Lux meeting of Virology, Nancy, France,
22/09/09 Centre Hospitalier de Luxembourg (CHL) Course 1st Cytometry Summer Course.
09/10/09 LuciLinX symposium Workshop Introduction to R, Luxembourg.
08-11/11/09 IRTG Autumn school " Stress to pathology, Mechanisms to Action", Remich, Luxembourg

Talk: Transcriptional control of hGR and its interaction partners: target genes and their expression kinetics

2010

16/09/10 Ph.D student day, Luxembourg

Poster: Ultradian and stress induced genomic and non genomic cortisol actions

17/09/10 LuciLinX symposiumWorkshop Image processing in microscopy and Biomedical imaging using ImageJ, Luxembourg
27/09/10 Sar-Lor-Lux meeting of Virology, Homburg ,Germany
9-10/07/10 IRTG Summer Symposium, Trier, Germany

Talk: Ultradian and stress induced genomic and non genomic cortisol actions

16/12/10 4th Biolux Network Meeting

2011

01/07/11 The annual Meeting of the Workgroup VACCINES, Luxembourg.
04-06/08/11 ISPNE Annual Conference, Berlin, Germany
Poster: The use of saliva for assessment of cortisol pulsatile secretion by deconvolution analysis
13/09/11 SaarLorLux Meeting of Virology, Remich, Luxembourg
10-13/11/11 Science festival, Luxembourg

2008-2012 Immunology lectures, journal clubs, writing schools and department seminars, Institute of Immunology, Laboratoire National de Santé, Luxembourg.
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